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energy density and long cycle life, cur-
rent LIBs are still too expensive for large-
scale grid-level storage.[2] Na-ion battery 
(NIB) is a promising, cheaper alternative 
to LIB for rechargeable energy storage. 
NIB owns the following advantages in 
cost over LIB.[2] Na is highly abundant in 
the Earth’s crust, compared to relatively 
scarce lithium, which is concentrated in 
limited geological regions.[2] Inexpensive 
and lightweight aluminum can be used as 
current collectors in NIBs to replace the 
heavier and more expensive copper used 
at the anode side in LIBs.[3] Furthermore, 
the expensive transition metal elements 
that are heavily used in the cathodes of 
LIBs, such as Co and Ni, may be replaced 
by much less expensive elements, such as 
Mn and Fe, in NIBs.[2,4]

NIB shares similar functioning mecha-
nism as LIB, as Na ions shuttling between 
two Na-ion hosting electrodes through an 
organic liquid electrolyte under cycling 
voltage.[5] Currently, the performance of 

NIBs, including energy density, power density, and cycle life, 
at laboratory scale, is nearly comparable to that of commercial 
LIBs.[6–8] For example, a number of layered oxide cathodes are 
demonstrated with a high capacity of 190 mA h g−1,[7,9] a high 
rate of 30 C,[10] and a long cycle life of a few hundred cycles.[11] 
Recent research efforts in NIBs demonstrated the promise of 
building NIB systems that have performance comparable to 
LIBs.

The similarity in the operational mechanisms of NIBs and 
LIBs serves as a good foundation for the research and devel-
opment of NIBs. However, the differences between Na and 
Li lead to many challenges and new opportunities for NIBs. 
The sodiation potentials are often lower than the lithiation 
potentials in the same materials, leading to lower voltages in 
NIBs than in LIBs.[12] In addition, there is a common myth 
that the Na ion, with its larger radius, is expected to exhibit 
slower diffusion kinetics than the Li ion. However, the much 
larger chemical space of sodium compounds compared to the 
lithium counterparts offers many opportunities to overcome 
these aforementioned challenges. For example, while only a 
few transition metals form electrochemically active lithium 
layered oxides,[12–14] such as LiCoO2 and LiNiO2, more transi-
tion metals, such as Fe,[15] Co,[16] Mn,[17] Ni,[18] Cr,[13,18] Ti,[19] 
etc., can form sodium layered oxides, which have a number 
of layered structure polymorphs with demonstrated good bat-
tery performance.[20]

Sodium-ion batteries have attracted extensive interest as a promising 
solution for large-scale electrochemical energy storage, owing to their 
low cost, materials abundance, good reversibility, and decent energy 
density. For sodium-ion batteries to achieve comparable performance 
to current lithium-ion batteries, significant improvements are still 
required in cathode, anode, and electrolyte materials. Understanding the 
functioning and degradation mechanisms of the materials is essential. 
Computational techniques have been widely applied in tandem with 
experimental investigations to provide crucial fundamental insights into 
electrode materials and to facilitate the development of materials for 
sodium-ion batteries. Herein, the authors review computational studies on 
electrode materials in sodium-ion batteries. The authors summarize the 
current state-of-the-art computational techniques and their applications in 
investigating the structure, ordering, diffusion, and phase transformation 
in cathode and anode materials for sodium-ion batteries. The unique 
capability and the obtained knowledge of computational studies as well 
as the perspectives for sodium-ion battery materials are discussed in this 
review.
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1. Introduction

The fast-growing energy generation from renewable sources 
such as solar, wind, and wave is calling for reliable energy 
storage technologies with high energy density, high power, 
and low cost, because the electricity harvested from these 
renewable energy sources are intermittent.[1] While Li-ion 
batteries (LIBs) may serve this purpose owing to their high 
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Computational modeling has been widely employed for 
the understanding, design, and discovery of electrode mate-
rials in NIBs. First principles computations based on den-
sity functional theory (DFT) have been demonstrated in 
evaluating a wide range of essential battery-related proper-
ties, such as voltage,[12] theoretical capacity,[21] theoretical 
energy density,[22] ion diffusion,[23] phase stability,[12,24] etc. 
Multiple new electrode and solid electrolyte materials for 
NIBs have been predicted by first principles computation 
techniques.[23,25–31] These highly scalable computational 
approaches are also advantageous in quickly screening, dis-
covering, and predicting new sodium-containing compounds 
with desirable merits for NIBs.[32,33] Furthermore, computa-
tional studies provide unique understanding into the funda-
mental mechanisms specific to sodium electrode materials 
during electrochemical cycling. For example, since Na layered 
oxides exhibit more stable polymorphs and more Na order-
ings at various sodiation levels, the phase evolution of these 
materials in the  electrochemical sodiation and desodiation 
processes is more complex than that in LIBs.[34,35] To study 
and understand these complex structures and mechanisms, 
computational modeling can provide valuable insights and 
knowledge about the structures, thermodynamics, diffusion 
kinetics, and phase transformations, greatly complementing 
experimental characterization and accelerating the research 
processes. Given the ever-rising importance and contribu-
tion of computational studies to the research of NIBs, we 
review the recent development and progress in computational 
studies of the electrode materials in NIBs. This review high-
lights the contribution and the potential of computational 
studies in further facilitating and accelerating the research 
and development of materials for NIBs.

2. Computational Methods

In this section, we summarize computational methods that are 
used for studying electrode materials in NIBs. Many of these 
computation techniques are standard in studying battery mate-
rials,[23,36–38] and further technical details for these computa-
tional methods can be found in other reviews[39–42] and studies 
cited in specific sections.

2.1. Structure and Energy

2.1.1. Equilibrium Voltage and Voltage Profile

The overall cell reaction, combining anode and cathode reac-
tions of a cathode material NaxA and Na metal anode during 
the sodiation, can be considered as

Na A Na Na A2 11 2x xx x( )+ − → � (1)

where the cathode material is sodiated from Na A1x  to Na A2x  
by inserting x2 − x1 Na from the Na metal anode. The averaged 
equilibrium voltage V referenced to Na/Na+ is calculated as the 
reaction Gibbs free energy ΔGr over the number of Na ions 
transferred
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where G refers to the Gibbs free energy of the corresponding 
phase and F is the Faraday constant. In most current first prin-
ciples computation studies,[12,42] ΔGr is approximated by the 
reaction internal energy (Equation (3)) calculated at 0 K, as the 
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contributions from entropy and volume changes are small at 
low temperatures and often cancelled out. Using the internal 
energies from static first principles computation, the equilib-
rium voltage is calculated as

Na A Na A Na2 1

2 1

2 1V
E E x x E

x x F
x x( ) ( ) ( )

( )
( )

= −
− − −

− � (3)

where internal energies E of Na A2x , Na A1x , and bulk Na are 
from first principles calculations at 0 K.

The electrode materials, for example, layered Na transition-
metal oxides NaxMO2

[37,43] and Na-based alloys,[22] may exhibit 
stable phases at their intermediate Na concentrations. As a 
result, there may be multiple voltage plateaus during the elec-
trochemical cycling. The equilibrium voltage between each pair 
of adjacent intermediate stable phases can be calculated using 
Equation (3), and the voltage profiles as a function of Na con-
centrations can be constructed from these voltages. Therefore, 
in order to construct the voltage profile, one needs to identify 
the intermediate stable phases of an electrode as a function of 
Na concentrations.

2.1.2. Stable Phases and Na-Ion Ordering

First principles computation has been widely used in identi-
fying and predicting these intermediate stable phases as a func-
tion of Na concentration in parallel with direct experimental 
characterizations.[22,37,38] For example, multiple intermediate 
phases, such as NaPb3, NaPb, Na5Pb2, and Na15Pb4, can form 
in Na–Pb alloying electrode.[22,44] The layered oxides NaxMO2 
with M = Ti, V, Cr, Mn, Fe, Co, Ni, as cathode materials for 
NIBs are known to exhibit a number of stable intermediate 
states with different Na-vacancy orderings at different Na con-
centrations x.[37,45] In these intercalation compounds, only a 
fraction of Na sites are occupied, leading to a large number of 
possible configurations of Na ions and vacancies.

To identify these different Na orderings, computation studies 
are often performed first to enumerate many different Na-
vacancy configurations and then to identify the structures with 
the lowest energy. Given a large number of possible configura-
tions, a common practice is to first rank the enumerated con-
figurations by electrostatic energy obtained from preassumed 
atomic charges,[42,46] as physically stable structures are unlikely 
to have high electrostatic energy, and then to perform DFT cal-
culations on a fraction (often ≈10–100) of those configurations 
with the lowest electrostatic energies. The structures with the 
lowest DFT energies for each composition are then identified.

To compare the relative stability of these configurations, the 
formation energy of the given NaxMO2  composition can be 
calculated as

Na MO NaMO 1 MOf 2 2 2E E xE x Ex( ) ( ) ( )( )= − − − � (4)

referencing to the sodiated NaMO2 and desodiated MO2 phases. 
The convex hull of the formation energies of all these struc-
tures is constructed as a function of Na concentrations x. The 
thermodynamically stable phases are identified from the energy 
convex hull. All stable phases identified are based on static first 

principles calculations corresponding to 0 K ground states, and 
so are the calculated voltage profiles.

2.1.3. Stable Phases and Voltage Profile at Finite Temperatures

Monte Carlo (MC) modeling is capable of evaluating structures 
and energies at finite temperatures by including the configura-
tional entropy contribution.[36] In MC modeling, a large number 
of energy evaluations often based on the cluster expansion 
approach are sampled for different configurations.[36,43,47,48] 
The cluster expansion method provides a lattice-based Hamil-
tonian fitted to DFT energies and is significantly more efficient 
in computation costs. Based on the cluster-expansion Ham-
iltonian, MC modeling can study Na orderings at finite tem-
peratures and obtain finite-temperature phase diagrams. The 
technical details of cluster-expansion-based MC modeling can 
be found in another review[42] and the literature.[36,43,47,48]

2.1.4. Errors of DFT Calculations

The evaluation of Na-vacancy ordering, stable phase, structure, 
cell voltage, and voltage profile requires accurate energies from 
first principles calculations. The quantitative inaccuracy of first 
principles calculations is a general problem caused by self-
interaction errors in DFT,[49,50] where the unphysical interac-
tions of each electron are not fully cancelled. In the commonly 
used semi-local functionals based on local density approxima-
tion (LDA) and generalized gradient approximation (GGA), the 
self-interaction errors result in an artificial delocalization of 
electrons causing significant errors in the systems with strongly 
correlated electrons, such as transition metals.[49,50] DFT+U 
method[51–53] using a Hubbard U term is a widely adopted prac-
tical approach to correct the self-interaction errors, as it does 
not require notably more computational time. A Hubbard U 
parameter for each element with strong correlated electrons can 
be determined from linear response theory[50,54] or from fitting 
to reference properties, such as band structures and formation 
energies.[55,56] DFT+U methods have been benchmarked and 
widely used in the study of LIB materials.[55,57,58] In the studies 
of cathode materials in LIBs, the voltages calculated based on 
DFT+U approximation are in better agreement with experi-
mental values than those based on GGA or LDA functionals 
without Hubbard U.[55,57] For many electrode materials with 
transition metals in NIBs, the use of DFT+U has a significant 
impact on the computation results.[36,43] A comparison of the 
results from different approaches is provided in Section 3.1.2.

Another source of error from DFT calculations is the 
absence of van de Waals (vdW) interactions.[59,60] The com-
monly used LDA and GGA functionals neglect the long-range 
vdW interactions.[59,60] For the materials systems commonly 
studied for NIBs, the long-range vdW interactions are impor-
tant to properly describe the structures and energies of layered 
materials[61–65] and organic molecular materials.[66,67] A number 
of vdW corrections, including semiempirical corrections 
(e.g., DFT-D,[68] DFT-D2,[69] DFT-D3[70]) and vdW functionals 
(e.g., vdW-DF,[71] vdW-DF2,[72] and vdW-optPBE[73]), have been 
developed for the DFT computation scheme. For example, the 
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DFT-D method includes long-range dispersion interactions 
with the coefficient for each pair of atomic species, and these 
coefficients in DFT-D are predetermined constants.[68] The 
vdW-DF method instead determines the dispersion interactions 
directly from the electron density[71]: nonlocal, long-range cor-
relations from vdW interactions were added into the semi-local 
correlation functionals. The vdW corrections show significant 
improvements in reproducing the lattice parameters and the 
formation energies of layered materials (e.g., graphite[63] and 
polysilane[65]) and organic molecular materials (e.g., NaxC6O6

[66] 
and NaxC6Cl4O2

[67]). In addition, the energies of adsorption and 
intercalation, e.g., in graphite[61,62] and phosphorene,[64] are also 
improved by the use of vdW corrections. Therefore, the use of 
vdW corrections should be considered and tested for layered 
and organic molecular materials.

2.2. Diffusion

2.2.1. Ion Migration Pathway and Energy Barrier

The nudged elastic band (NEB) method[39,74] is a widely used 
approach for studying the atomistic diffusion mechanism. 
NEB calculation is performed on a particular ion-migration 
pathway from the initial to the final equilibrium site. NEB 
calculations require initial guesses of these atomistic migra-
tion mechanisms as input. Based on the initial guesses of 
the migration mechanism, NEB calculations can identify the 
lowest energy migration pathway, the energy profile along the 
pathway, the transition state, and the migration energy barrier. 
The climbing-image NEB method[75] incorporates a modifica-
tion of NEB method to obtain the highest image at the saddle 
point and thus obtain a more accurate estimation of transi-
tion state and migration energy barrier. In this review, we use 
the term of NEB to represent both methods, as recent NEB 
calculations were performed using the climbing-image NEB 
method.[38,76]

The construction of NEB calculations may be difficult for 
studying the complex diffusion mechanism in many NIB elec-
trode materials that have structures with many symmetrically 
distinctive Na sites and diverse Na orderings. For example, 
many layered NaxMO2 oxides have complex Na orderings 
at different Na concentrations, leading to complex diffusion 
mechanisms.[23] While one can perform NEB calculations for 
all possible Na+ diffusion pathways, it is difficult to guess a 
priori whether a diffusion mode would actually happen and 
which diffusion mode is dominant. For studying materials with 
complex diffusion mechanisms, NEB calculations are greatly 
complemented by molecular dynamics (MD) simulations.

2.2.2. Molecular Dynamics Simulations

MD simulations[39,42] model the real-time Newtonian dynamics 
of all atoms in the materials, and thus fully capture the diffu-
sion of ions. By tracking the real-time trajectories and displace-
ments of Na ions in MD simulations, the rate of diffusion over 
time can be quantified by the mean square displacement

12
0 0

2
r t

N
r t t r ti i

i
∑ [ ][ ] ( ) ( )( )∆ = + − � (5)

where N is the total number of Na ions and ri(t) corresponds 
to the displacement of the i-th Na ion at the time t. The arrow 
bracket represents the average over different starting time t0. 
The self-diffusivity D* of Na+ can be obtained as[39,77]

* 1
2

2
D

dt
r t[ ]( )= ∆ � (6)

where d is the dimension of the lattice for diffusion. The ionic 
conductivity σ is estimated based on the Nernst–Einstein 
equation[39,42]

2
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V k T
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where N is the total number of mobile Na ions, V is the volume 
of the simulation cell, e is the Na-ion charge, and T is the tem-
perature. In a material where the hopping of different Na ions 
is independent from each other, the self-diffusion diffusivity 
D* obtained from MD simulations can be used to evaluate the 
ionic conductivity. Otherwise, the correlation factor of Na ion 
diffusion should be considered.[42,78]

In addition, MD simulations are performed at multiple 
temperatures to obtain the diffusivities and ionic conduc-
tivities at multiple temperatures, similar to experimental 
measurements. If the same diffusion mechanism holds over 
the temperature range, the diffusivity follows the Arrhenius 
relation

e0

a

BD T D
E

k T( ) =
−

� (8)

where Ea is the activation energy. In MD simulations, the acti-
vation energy for overall ion transport is obtained by fitting the 
Arrhenius relation (Equation (8)). In addition, the diffusivity 
and corresponding conductivity at other temperatures can be 
estimated by extrapolating the Arrhenius relation.

NEB calculations and MD simulations can be performed 
using either DFT methods[12,23] or classical potentials (also 
known as force fields).[40,79] NEB calculations are mostly per-
formed using DFT methods, which provide more reliable 
potential energy surface and more accurate migration energy 
barrier.[12,23,38] While MD simulations were traditionally 
performed using classical potentials,[40] ab initio MD (AIMD) 
simulations based on DFT to calculate the interatomic inter-
actions have recently gained great successes in quantifying 
diffusional properties and in identifying diffusion mecha-
nisms.[23,80,81] However, given the significantly higher compu-
tational cost of AIMD simulations compared to classical MD 
simulations, AIMD simulations are often limited to a small 
system size of a few hundred atoms and a short time scale 
(≈10–100 ps).[39] As a result, AIMD simulations have to be per-
formed at elevated temperatures (usually >600 K) and can only 
be performed on materials with high ionic conductivity. AIMD 
simulations and NEB calculations are highly complementary 
for studying diffusional properties.
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3. Positive Electrode Materials

There is a strong need for developing high energy density 
cathode materials for NIBs. Many NIB cathode materials still 
show poorer performances than LIBs and significant degra-
dation over electrochemical cycling.[82] The understanding of 
electrochemical sodiation and desodiation processes in NIB 
cathode materials is crucial for achieving good battery perfor-
mance compared to LIBs.[83] Here, we review the computational 
studies of layered oxides (Section 3.1), polyanion compounds 
(Section 3.2), and organic compounds (Section 3.3) as NIB 
cathode materials for understanding materials mechanisms 
regarding the structure, Na ordering, Na+ diffusion, and phase 
transformation.

3.1. Layered Oxides NaMO2

Na-ion intercalating transition-metal (TM) oxides NaMO2 with 
layered structures have attracted great interest as cathode mate-
rials for NIBs thanks to their high reversible capacity.[20,84,85] 
In contrast to the limited choices of TM elements in Li lay-
ered oxides LiMO2 (M = Co and Ni),[12–14] reversible Na inter-
calation was observed in a range of layered TM oxides NaMO2  
(M = Ti,[19] V,[86] Cr,[13,18] Mn,[17] Fe,[15] Co,[16] and Ni[18]). In addi-
tion, NaxMO2 compounds exhibit more types of layered struc-
tures, which are denoted as O3, O2, P2, P3, T1, etc., by Delmas 
et al.,[87] where the letter P, O, or T denotes the prismatic, octa-
hedral, or tetrahedral coordination, respectively, of the alkaline 
ions (Na or Li) and the number represents the repeating period 
of MO6 layers (Figure 1). The phase transformation between O3 
and P3 (O3–P3) and between P2 and O2 (P2–O2) in NaMO2 
can happen through the gliding of MO6 layers without breaking 

MO bonds (Figure 1). In LIBs, the high-performance layered 
oxide cathodes, such as LiCoO2

[88] and Li(NiMnCo)1/3O2,[89] 
are O3 structures and have simple phase evolution pathways 
during electrochemical cycling. In contrast, layered NaMO2 
compounds in O3, P2, or P3 structures exhibit a variety of Na 
orderings at different Na concentrations and a number of phase 
transitions leading to multiple voltage steps during the elec-
trochemical cycling.[34,35] In addition, the layered oxides with 
different TMs or mixed-TMs also exhibit different Na orderings 
and stable intermediate phases, leading to different voltage pro-
files during electrochemical cycling.[6,90,91] Different Na order-
ings also affect the kinetics of Na+ diffusion dynamics and 
phase transitions during electrochemical cycling, and hence 
significantly impact the electrochemical performances of these 
cathode materials in NIBs.[10,86,91] By supplementing experi-
mental characterization, computational studies provide crucial 
knowledge and unique insights about the energies, ionic diffu-
sion, and defects in different structures for the understanding 
of the cycling mechanisms in these materials. In Section 3.1, 
we review the recent computational studies on two major types 
of layered TM oxide cathodes, namely, O3-NaMO2 (Section 
3.1.1) and P2-NaMO2 (Section 3.1.2).

3.1.1. O3-Type Layered NaMO2

Structure and Ordering: O3-NaMO2 (M = Ti, V, Cr, Mn, Fe, Co, 
Ni, or their combinations) provides Na intercalation with high 
reversible capacity, as a promising candidate for rechargeable 
NIBs.[20] The structure of O3-NaMO2 contains alternatively 
stacking slabs of NaO6 octahedra and MO6 octahedra with 
an ABCABC stacking of the oxygen layers (Figure 1). The  
O3 NaMO2 structure is the same as LiCoO2 widely used in 
commercial LIBs.[83]

Toumar et al.[37] performed GGA+U calculations to iden-
tify ground-state Na orderings in O3 NaxMO2 as a function 
of Na concentrations x for seven TM systems (M = Ti, V, Cr, 
Mn, Fe, Co, Ni). The convex hull of the formation energies 
of O3 NaxCrO2 is shown in Figure 2a. Eighteen Na-vacancy 
orderings (Figure 2b) were identified as possible ground-state 
orderings for these NaxMO2 systems. The electrostatic interac-
tion among Na ions was found to significantly affect the Na-
vacancy ordering. Some ground-state Na orderings, especially 
at x ≤ 1/4, have relatively homogeneous distributions of Na 
and vacancies (Figure 2b-a–c), in order to minimize repulsive 
electrostatic interaction. The clustering tendency of Na ions 
is observed at high Na concentrations (e.g., Figure 2b-m,n,p). 
This clustering may be caused by the M3+/M4+ charge ordering 
of TM sublattice and the elastic strain induced by the Na ions 
in the layers.[37,92]

For each TM system, the preferred Na-vacancy orderings 
affect the phase transition pathway and performances during 
electrochemical cycling.[37,86] While all seven TM systems have 
the same Na ordering at x = 1/2 (Figure 2b-g) as the stable 
ground state in consistent with the characterization by Didier 
et al.[93] in Na1/2VO2, different TMs systems exhibit a significant 
variation of the ground-state orderings at different Na concentra-
tions (Figure 2c). In particular, computational and experimental 
studies[37,45,94] have discovered a highly distinctive ground-state  
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Figure 1.  Crystal structures of O3-, P3-, O2-, and P2-type NaMO2. The 
phase transition of O3-P3 and P2-O2 NaMO2 can be achieved by the 
gliding of MO6 layers. Reproduced with permission.[5] Copyright 2014, 
American Chemical Society.
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ordering of Na5/8MnO2 and Na5/8NiO2 (Figure 2b-j), where Na 
ions are relaxed into distorted octahedral sites from the orig-
inal octahedral sites under the strong Jahn–Teller effects of 
Ni3+ and Mn3+. In NaxTiO2 and NaxCrO2 systems, many of the 
non-ground-state orderings have energies close to the energy 
convex hull (Figure 2c). This degeneracy of various Na-ordering 
phases in Ti and Cr systems may lead to Na disordering and 
facile kinetics during electrochemical cycling, compared to 
the Fe, Co and Ni systems with distinctive, non-degenerate 
orderings.[37]

In addition to Na-vacancy orderings within a single Na layer 
(Figure 2b), the different stacking of Na patterns in adjacent 
layers also affect the energy of the NaxMO2 structures.[37] The 
interactions among Na interlayers may be complicated by the 
charge ordering of TM with different valence states, such as M3+ 
and M4+, as previously shown in NaxCoO2

[36] and LixFePO4.[95] 
Toumar et al.[37] calculated the energies for different Na-layer 
stacking based on the same single-layer Na patterns, and found 
that the energy changes as a result of different Na-layer stacking 
are different with respect to TMs. For example, the energies of 

NaxCoO2 are significantly affected by the Na-layer stacking, 
while NaxCrO2 is less affected. In general, the energy variances 
of different stacking were found to be no more than ≈30 meV 
per formula unit. Due to the small formation energies of dif-
ferent stacking, different stacking including stacking faults may 
easily form in most O3 NaxMO2 systems.

The calculated voltage curves (Figure 2d) are obtained 
from the identified ground-state Na orderings and energy 
convex hull (Figure 2b,c) for O3-type NaxMO2 with different 
TM (M = Ti, V, Cr, Mn, Fe, Co, Ni).[37] Many of the calculated 
voltage profiles (such as NaxVO2 within 1/2 < x < 1) are in 
agreement with major voltage plateaus from electrochemical 
measurements.[93] All seven O3 systems have phase transitions 
at x = 1/2 and 1/3 with voltage steps of 0.25–0.75 V (Figure 2d), 
but the phase transitions at other Na concentrations and their 
voltage steps vary among TMs. The voltage curves of NaxCrO2 
and NaxMnO2 span less than 1.5 V from x = 0 to x = 1, while 
that of NaxTiO2 spans more than 2 V. It should be noted that 
the calculated voltage profiles are from the thermodynamic pla-
teaus from 0 K ground state energies, while the voltage curves 

Adv. Energy Mater. 2018, 1702998

Figure 2.  a) Convex energy hull of Na-vacancy orderings in O3 NaxCrO2. b) Low-energy Na-vacancy orderings at different Na concentrations in  
O3 NaxMO2. c) Energy above the hull of the low-energy Na-vacancy orderings (in (b)) for O3 NaxMO2 with different transition metal M = Ti, V, Cr, Mn, 
Fe, Co, Ni. d) Computed voltage curves for O3 NaxMO2 (M = Ti, V, Cr, Mn, Fe, Co, and Ni) referenced to Na/Na+. Reproduced with permission.[37] 
Copyright 2015, American Physical Society.
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from electrochemical cycling are sensitive to the testing param-
eters such as the cycling rate,[96,97] etc. Thermodynamic calcu-
lations should be compared to the electrochemical tests, such 
as Galvanostatic intermittent titration technique (GITT), that 
reflect the equilibrium states of the charge-discharge processes.

Diffusion: Computational studies are performed to reveal 
the atomistic mechanisms of Na-ion diffusion in O3-NaxMO2 
cathode materials. Same as in LixMO2, the Na-ion diffusion 
in NaxMO2 is found to happen through a divacancy mecha-
nism (Figure 3a),[23,98] where an Na ion migrates through 
intermediate tetrahedral sites to one of the two vacant octahe-
dral sites (i.e., divacancy). NEB calculations confirmed a low 
migration barrier of 0.20 eV for the divacancy mechanism of 
Na+ migrations in O3-NaxCoO2 at the dilute limit of divacancy 
(Figure 3b).[12] Mo et al.[23] performed AIMD simulations to 
study Na-ion diffusion at a number of Na concentrations in 
O3-NaxCoO2. The AIMD simulations predicted high Na ionic 
conductivities ranging from 0.1 to 0.3 mS cm−1 at 300 K and 
low activation energies ranging from 0.28 to 0.24 eV at Na con-
centrations x of 0.67 and 0.78, respectively. However, the sig-
nificant drop of Na ionic conductivity was found to occur at  
x ≈ 1/2 and x ≈ 1 in the AIMD simulations. This concentration 
dependence of ionic conductivity is consistent with previous 
computational modeling of Li+ diffusion in LixCoO2.[78] The 
depletion of mobile Na+ divacancies at fully sodiated state of  
x ≈ 1 may result in the drop of Na+ conductivity. The drop of 
Na+ conductivity at x ≈ 1/2 in NaCoO2 may be caused by the 
formation of the Na ordering, as reported in other calcula-
tions[37] (Figure 2b-g) and experimental characterizations.[93]

In addition, different TM elements also significantly affect 
Na-ion diffusion dynamics. Li et al.[99] performed NEB cal-
culations to study Na-ion migration energies in different TM 
systems of O3-NaMO2 (M = V, Cr, Co, and Ni) at the full sodia-
tion level, and found that Co and V systems have the lowest 
barriers of 0.46 and 0.45 eV, respectively, and that Ni system 
has the highest barrier of 0.67 eV. Further computation study 
is still needed to understand the Na-ion diffusion kinetics in 
mixed TM systems.

Phase Transformation: The phase transformation of lay-
ered O3 LixMO2 with M = V,[102] Mn,[103] Ni,[104] and Co[105,106] 
to the spinel structure has been known as a key degradation 

mechanism during long-term electrochemical cycling, causing 
capacity loss, sluggish kinetics, and poor electrochemical per-
formance.[107,108] For layered NaxMO2 compounds, spinel trans-
formation is rarely observed, suggesting good stability of Na 
layered oxide cathodes materials against the notorious degra-
dation mechanism in LIBs.[100] First principles calculations are 
performed to study the energies of spinel and layered phases in 
LixMO2 and NaxMO2. As identified by Reed et al.,[109] a critical 
step for the spinel phase transformation in layered LixMO2 is the 
formation of the dumbbell defect consisting of a TM ion and a 
Li+ ion simultaneously migrated into the tetrahedral sites in the 
alkali layer (Figure 4a). Kim et al.[100] calculated and compared 
the formation energies of the dumbbell defects in Li0.5MO2 
(Figure 4b) and Na0.5MO2 (Figure 4c) (M = Ti, V, Cr, Mn, Fe, 
Co, Ni) for comparison. The positive formation energies of 
dumbbell defects in Na0.5MO2 ranging from 166 to 2200 meV  
indicate the high energy barriers to nucleate spinel phases in 
O3 NaxMO2. This computation result is consistent with the fact 
that no sodium spinel structure is reported in the ICSD.[110] In 
contrast to Na compounds, there is a strong driving force in 
Li0.5MO2 (M = Ti, V, Mn, Fe) to form dumbbell defects with 
negative formation energies, in consistent with the common 
experimental observations of lithium spinel phases.[102–104] In 
particular, the highest formation energy of 308 meV for the 
dumbbell defect in Li0.5CoO2 confirms LiCoO2 as a stable lay-
ered cathode.[12] The different tendency of LixMO2 and NaxMO2 
layered materials in the spinel transformation is attributed 
to the ionic radius difference between Na+ (r = 102 pm)  
and Li+ (r = 76 pm).[111] Na+ ions with the larger size prefer the 
octahedral sites and are less favorable at the tetrahedral sites, 
while Li+ ions may be coordinated by either four or six oxygen 
ions.

The end member of the electrochemical deintercalation pro-
cess of NaxMO2 is MO2 in O1 structure,[112,113] and the phase 
transformation to O1 is not reversible.[112,113] While the spinel 
transformation is uncommon, O3-NaMO2 layered materials 
including NaxCrO2, NaxCoO2, and NaxNiO2 were observed to 
transform into P3 layered structures during electrochemical 
cycling (Figure 1).[16,18] This O3–P3 transformation is rare in Li 
layered oxides.[100] The phase transformation from O3 to P3 does 
not break any MO bonds and can take place by gliding the 
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Figure 3.  a) Schematic pathway of Na+ diffusion through divacancy mechanism in O3 NaxMO2 (vacancies denoted by empty circles). b) Calculated 
migration energy barriers of divacancy in O3 NaxCoO2 (blue) and LixCoO2 (red). Reproduced with permission.[12] Copyright 2011, Royal Society of 
Chemistry.
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TM-oxide layers within the ab plane (Figure 1).[100] To evaluate 
the driving force for the O3–P3 transformation, Kim et al.[100] 
calculated the energy differences between O3 and P3 phases in 
Na0.5MO2 (Figure 4d). Na0.5MO2 with M = Mn, Co, Ni are ener-
getically favorable in P3 structures, while Na0.5TiO2 and Na0.5VO2 
energetically favor the layered O3 structure. These computation 
results were consistent with the experimental facts that NaxVO2 
maintains the O3 structure in shallow charging[86] and that the 
O3P3 phase transformation occurs in NaxCoO2, NaxCrO2, 
and NaxNiO2.[16,18] In addition, the energy preference of O3 
versus P3 is a function of Na concentrations x. Kubota et al.[101] 
investigated the structural evolution of Na1−x(Fe0.5Co0.5)O2 
using combined experimental analyses and DFT computations 
(Figure 4e). The computation results showed that P3 is energeti-
cally favorable at 0.3 < x < 0.8, while O3 is favored at x > 0.8 and  
x < 0.3 (Figure 4e). The computation results agree with in situ 
X-ray diffraction (XRD) characterizations in the same study.[101] 
While one may expect the gliding of TM-oxide layers in O3–P3  
transition to be reversible, stacking faults, dislocations and 
cracks may form during the phase transition and mechanically 
damage the particles.[113,114] Since the tendency for O3–P3 phase 
transformation varies greatly among different TMs, optimizing 
the TM combination to mitigate the O3–P3 phase transition may 
be a promising material design direction, and computational 
studies may examine a large number of potential TM combina-
tions in a high-throughput fashion to accelerate this process.

3.1.2. P2-Type Layered NaMO2

Structure and Ordering: In addition to O3 layered structure, P2 
layered NaxMO2 is another promising class of layered oxide 
cathode materials for NIBs with high reversible capacity[7] 

and good structural stability in a wide range of Na concentra-
tions.[35,115] In P2 structure, Na ions reside on two prismatic 
sites (Figure 5), i.e., Na1 and Na2 sites, which are different 
from the octahedral sites in O3 structure (Figure 1). The NaO6 
prism of the Na1 site shares faces with MO6 octahedra right 
above and below, and the prism of the Na2 site shares edges 
with the MO6 octahedra (Figure 5). These distinctive Na sites 
in P2 and O3 structures lead to highly different Na orderings, 
energies, and Na-ion diffusion, as revealed by computational 
studies.

Adv. Energy Mater. 2018, 1702998

Figure 4.  a) Dumbbell defects of a TM ion M and an alkali ion migrated to the tetrahedral sites in the alkali-ion layer. b) Formation energies of dumbbell 
defects for O3 Li0.5MO2 with M = Ti, V, Cr, Mn, Fe, Co, Ni. c) Formation energies of dumbbell defects for O3 Na0.5MO2. d) Energy difference per formula 
unit between P3 and O3 Na0.5MO2. Reproduced with permission.[100] Copyright 2012, Royal Society of Chemistry. e) Formation energies of O3 and  
P3 Na1−xFe1/2Co1/2O2 as a function of x. Reproduced with permission.[101] Copyright 2016, Wiley-VCH.

Figure 5.  Crystal structure of P2 NaxCoO2 with prismatic Na1 and 
Na2 sites illustrated. Reproduced with permission.[23] Copyright 2014, 
American Chemical Society..
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Given the complexity of two distinct Na sites in P2 NaxMO2, 
understanding Na-vacancy orderings at various Na concentra-
tions is an important research topic for computational investi-
gations. Meng et al.[43] identified the ground-state orderings of 
NaxCoO2 (0.5 ≤ x ≤ 1) using the cluster expansion method fitted 
to GGA energies. The Na orderings were identified and clas-
sified as rows (ROW), large zigzag (LLZ), and droplet (DRO) 
patterns (Figure 6) at different ranges of Na concentration x. 
The ground-state orderings change from the ROW (Figure 6b,c),  
to LLZ (Figure 6d,e), and to DRO (Figure 6f–h) patterns as 
the Na concentration x increases from 0.5 to 1.0. The forma-
tion of different ground-state patterns is attributed to the bal-
ance between site energies (as the Na1 site is less energetically 
favorable than the Na2 site) and electrostatic repulsion among 
Na ions.[43] Other computational studies also identified the Na 
orderings, such as in Na1/2CoO2

[116] (Figure 6b) and DRO pat-
terns (Figure 6f–h),[117] in agreement with the experimental 
characterizations.[118–120] In addition, the ratios of Na1/Na2 site 
occupancy were calculated at different Na concentrations x in 
NaxCoO2, and were in qualitative agreement with experimental 
characterizations.[118,121–123] Na orderings in P2 exhibit strong 
energy degeneracy at certain concentrations. In particular, 
many Na orderings in Na0.75CoO2 have similar energies, as 

shown by the computation of Meng et al.[43] (Figure 6a). These 
orderings are investigated and confirmed by many compu-
tational and experimental studies.[43,116,120,124,125] Given the 
small energy differences of <20 meV per formula unit among 
those Na orderings in Na0.75CoO2, different structures may be 
observed at finite temperatures during electrochemical cycling, 
as observed in different studies.[36]

Similar to the mixed-TM layered oxides in LIBs, P2 
NaxMyM′1−yO2 with two or more mixed-TMs have been com-
monly employed to improve the electrochemical performance 
in battery cycling.[7,10,90,126,127] Zheng et al.[38] performed DFT 
calculations in GGA and GGA+U to study the effect of Co–Mn 
mixing on Na orderings in P2 NaxCo1−yMnyO2. From GGA 
energy calculations, six ground-state Na orderings were iden-
tified in mixed-TM NaxCo2/3Mn1/3O2 and NaxCo1/3Mn2/3O2, 
whereas single-TM NaxCoO2 has eight ground-state orderings 
(Figure 7a). These computation results suggest that TM mixing 
suppresses the Na-vacancy ordering, in agreement with the 
experimental observations about the suppressed Na ordering in 
Co–Mn,[91] Co–Mn–Fe,[10] Co–Mn–Ni,[128] and other TM mixing 
systems. As a result of fewer ground-state orderings, the cal-
culated voltage profile of TM-mixed NaxCo2/3Mn1/3O2 shows 
fewer voltages steps than single-TM NaxCoO2, in agreement 
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Figure 6.  Ground-state Na-vacancy orderings of P2 NaxCoO2 (0.5 ≤ x ≤ 1) based on GGA computation (blue: Na1; orange: Na2). The Na orderings 
were classified into rows (ROW), large zigzag (LLZ), and droplet (DRO) patterns. Reproduced with permission.[43] Copyright 2008, American Institute 
of Physics.
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with the experiments.[91] In addition, the calculations by Zheng 
et al.[38] revealed that the change of the Na-vacancy orderings 
in mixed-TM compounds was caused by the differences of 
Na1 site energy facing different TMs. The AIMD simulations 
of Na1/2Co1-yMnyO2 found a higher occupancy of Na1Co-Co site 
sharing faces with two CoO6 octahedra than that of Na1Mn–Mn 
site at Mn concentration y from 1/6 to 1/2 (Figure 7b). There-
fore, Mn substitution increases the site energy of the Na1 site 
facing Mn. In addition to Na orderings and voltage profiles, TM 
mixing also impacts the Na+ diffusion[38] as reviewed in the next 
subsection, significantly affecting the electrochemical perfor-
mance of NIBs.

Diffusion: P2 NaMO2 cathode materials have good revers-
ibility and excellent rate performance in many experimental 
studies.[7,129] While the alkali-ion diffusion mechanism is 
relatively well understood in O3 structures,[98] the Na+ dif-
fusion mechanism in P2 NaMO2 is complicated by the Na 
sublattice with two Na sites, Na1 and Na2, and the complex 
Na orderings at different Na concentrations. Mo et al.[23] per-
formed AIMD simulations to study Na+ diffusion mecha-
nism in P2 NaxCoO2. The AIMD simulations predicted 
fast Na+ diffusion in NaxCoO2 over a wide range of Na con-
centrations, suggesting P2 layered oxides are fast Na-ion 
conductors.[23] High Na+ conductivities of 4–6 mS cm−1  
at 300 K and low activation energy of 0.2 eV were reported at  
x = 0.56 and 0.69 from AIMD simulations (Figure 8a). The Na+ 
conductivity drops to 0.1 mS cm−1 at 300 K as the Na concentra-
tion increases to x = 0.75, and further drops significantly at the 
full sodiation level x ≈1. This concentration dependence of Na+ 
diffusion from AIMD simulations is consistent with the experi-
mental results by Shibata et al.[130] According to the AIMD 
simulations, Na+ diffusion kinetics in P2 structure outper-
forms that in O3 structure (Figure 8a), confirming the superior 
rate performance widely observed in many P2 systems.[7,129] 
In addition, the joint DFT and experimental study by Katcho 
et al.[131] also reported higher Na+ mobility in P2 than O3 in 
Na2/3Fe2/3Mn1/3O2 . The experimentally measured diffusivity of 
Na+ in P2 NaxCoO2 is higher than that of LixCoO2.[132] There-
fore, the outstanding rate capability of P2 structures originated 
from the superior Na+ diffusion kinetics is a major advantage 
of P2 structures over O3 structures.

Using AIMD simulation, Mo et al.[23] revealed the Na+ dif-
fusion mechanism in P2 NaxCoO2. By tracking Na+ trajec-
tory during AIMD simulations, they found that Na ions hop 
between nearest-neighbor Na1 and Na2 sites forming a 2D 
honeycomb diffusion network (Figure 8c). To understand the 
details of Na+ hops in P2, Mo et al.[23] examined the changes of 
local Na coordination before and after Na+ hops during AIMD 
simulations, and characterized each Na+ hop as the local Na 
coordination changes (Δc2, Δc3), where Δc2 and Δc3 refer to the 
changes in second- and third-nearest coordination number, 
respectively. While Na+ hops in P2 structure were observed to be 
highly diverse, a few hopping modes such as (+2, −4), (−2, +4),  
(+1, −2), and (−1, +2) were identified as the most frequent hop-
ping modes in Na0.56CoO2. The migration barriers of all these 
hops observed from AIMD simulations were evaluated using 
NEB methods. In particular, (+2, −4) hops (Figure 8d) exhibit 
the highest activation energies of 0.16–0.20 eV (Figure 8b), 
and are likely the rate-limiting steps for Na+ migration in P2 
Na0.56CoO2. The high activation energies of (+2, −4) hops are 
attributed to the strong Na-Na electrostatic repulsion caused 
by the increase of the second coordination number. The strong 
electrostatic repulsions among Na ions significantly impact Na 
ordering and Na+ migration in P2 NaxCoO2, and cause the dif-
fusivity drop at high Na concentrations.[23] These computation 
results suggest that mixing TMs to disorder Na sublattice is a 
promising strategy to enhance Na+ diffusion in P2 NaxMO2 and 
to design electrode materials with high rates of electrochemical 
cycling.

Using AIMD simulations, Zheng et al.[38] further inves-
tigated the effect of TM mixing on Na+ diffusion in 
P2 Na1/2Co1−yMnyO2. The Na ions probability density dis-
tribution from AIMD simulations showed preferred Na+ 
diffusion via the Na1Co–Co sites in Na1/2Co2/3Mn1/3O2 and 
Na1/2Co1/2Mn1/2O2 (Figure 8e,f). The preference of Na+ dif-
fusion via Na1Co–Co over Na1Mn–Mn sites was attributed to the 
increased site energies of Na1Mn–Mn sharing faces with two Mn 
ions (as discussed in Section 3.1.2).[38] The increased site ener-
gies of Na1Mn–Mn led to higher barriers for Na+ hopping through 
these sites. The NEB calculations found a low energy barrier 
of 76 meV for Na+ migration through Na1Co–Co and a higher 
energy barrier of 100 meV or 90 meV for the Na+ migration 
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Figure 7.  a) Stability diagram of P2 NaxCo1−yMnyO2 described by the formation energy with respect to the fully sodiated and desodiated compounds 
based on GGA calculations. b) Fraction of Na-ion site occupancy in P2 Na1/2Co1−yMnyO2 from AIMD simulations. Reproduced with permission.[38] 
Copyright 2017, American Physical Society.
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through Na1Mn–Mn or Na1Co–Mn, respectively.[38] Thus, Mn sub-
stitution has a detrimental effect on Na+ diffusion. Other TMs 
such as Fe and Ni were predicted to decrease the migration bar-
riers through Na1 sites and to facilitate Na+ diffusion.[38] These 
computation results provide important guidance for rationally 
choosing TM mixing and tuning compositions to improve the 
electrochemical performance of P2 cathode materials.

Phase Transformation: In general, the energies of P2, O3, 
and other layered structures are close. P2 structures are usu-
ally stable at an intermediate Na concentration range of 
0.4 < x < 0.85,[8] and O3 structures are more favorable at high 
Na concentration 0.9 < x < 1 as observed in materials syn-
theses.[133] DFT and experimental studies by Katcho et al.[131] 
report similar stability of P2 and O3. From the energy perspec-
tive, it is possible that multiple phases may coexist in different 
particles or within one particle in the electrode.

Similar to the O3–P3 phase transformation in O3 com-
pounds, P2 cathodes also undergo phase transformation from 
P2 to O2 during electrochemical cycling.[129] The P2–O2 phase 

transformations are often not fully reversible and should be 
suppressed in order to improve reversible capacity. Lee et al.[129] 
conducted a DFT computation study combined with diffraction 
experiments to elucidate the P2–O2 transformation mecha-
nism in P2 Nax(Ni1/3Mn2/3)O2. The DFT calculations indi-
cate O2 structures are more energetically favorable than P2 
at low Na concentrations, consistent with the experimentally 
observed phase transformation from P2 to O2 at 4.22 V.[129] 
In addition, NEB calculations found higher Na+ migration 
barriers in O2 structures than those in P2 structures, but the 
migration barriers are decently low in both P2 and O2 struc-
tures, in agreement with high Na+ diffusivity observed in GITT 
experiments.[129]

DFT versus DFT+U Calculations: The incorporation of the 
Hubbard U correction[53] into DFT calculations favors the charge 
localization on TMs forming M3+/4+ instead of an averaged 
valence between 3+ and 4+ due to delocalized charge calculated 
by the GGA or LDA.[36,38,43,124] However, it is not always straight-
forward whether the localized charged state or the delocalized 
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Figure 8.  a) Na+ diffusivity and activation energy for P2 and O3 NaxCoO2 from AIMD simulations at 720 K and NEB calculations. b) The occurrence 
fraction of (+2, −4) hops from AIMD simulations and corresponding migration energies calculated by NEB calculations. c) Na+ trajectory (white 
spheres) from AIMD simulations and Na+ diffusion pathways (yellow lines). d) One Na+ hop observed in AIMD simulations classified as (+2, −4). 
Reproduced with permission.[23] Copyright 2014, American Chemical Society. Na ions probability density distribution in e) Na1/2Co2/3Mn1/3O2 and  
f) Na1/2Co1/2Mn1/2O2 from AIMD simulations. Reproduced with permission.[38] Copyright 2017, American Physical Society.
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charge is more appropriate. In many studies, the properties 
calculated by GGA were compared with those calculated by 
GGA+U. In the study by Zheng et al.,[38] both GGA and GGA+U 
calculations identified the same ground-state orderings at most 
Na concentrations except at x = 1/8 in NaxCoO2. GGA+U calcu-
lations did not reproduce the experimentally observed ground 
states at x = 0.60, 0.67, 0.71, and 0.77 in NaxCoO2.[43] Therefore, 
DFT calculations without the Hubbard U may be more accurate 
in evaluating ground-state Na ordering.[36,38,43] Hinuma et al.[36] 
found that the c lattice parameter of P2 NaxCoO2 calculated 
by GGA agreed better with the experimental values from the 
neutron diffraction[121] and that GGA+U overestimated the 
c lattice parameter. In addition, Hinuma et al.[36] found that 
the Na1/Na2 ratios calculated from GGA matched better with 
experiments than those obtained by GGA+U. The GGA+U 
calculations reproduce the Na intercalation voltage better than 
GGA compared to the experimental voltage values, as demon-
strated by the voltage calculations of NaxCo1−yMnyO2

[38] and 
NaxCoO2.[36] While GGA without Hubbard U better reproduces 
most properties of NaxCoO2 at 0.5 < x < 0.8,[36,43] GGA+U  
captures the Jahn–Teller effect of Mn3+ and may better  
reproduce the properties of NaxCo1−yMnyO2.[38] There is no 
simple conclusion regarding whether DFT or DFT+U better 
describes all properties of NaxMO2. One needs to perform the 
calculations using both DFT and DFT+U and compare the 
results to experiments, as in most computational studies.

3.2. Polyanion Compounds

In addition to layered oxide materials, polyanion compounds 
have been widely investigated as cathode materials for 
NIBs.[4,5,134] Although heavy polyanion groups limit the specific 
capacity of these materials, multiple polyanions (e.g., PO4

3−, 
P2O7

4−, SO4
2−) offer a diverse pool of open-framework crystal 

structures, and the strong covalent bonding of the polyanions 
provides robust structural framework during electrochemical 
cycling.[20,79] In addition, some polyanion systems in par-
ticular those with mixed F− anions may offer higher voltages 
than layered oxide cathodes.[20] In this section, we review com-
putational studies on phosphates (Section 3.2.1), fluorophos-
phates (Section 3.2.2), pyrophosphates (Section 3.2.3), sulfates  
(Section 3.2.4), carbonophosphates (Section 3.2.5), and 
NASICON (NA Super Ionic CONductor) (Section 3.2.6).

3.2.1. Phosphates NaMPO4 (M = Fe, Mn)

Structure and Ordering: The success of the LiFePO4 cathode for 
LIBs motivates the study of NaMPO4 (M = Fe or Mn) mate-
rials as cathodes for NIBs.[20,136–142] The NaMPO4 compounds 
have olivine (Figure 9a) and maricite structures (Figure 9b). 
While the olivine structure is more energetically favorable than 
the maricite structure in LiFePO4,[12] multiple computational 
studies indicate these two structures have similar energies in 
NaMPO4,[12,136] and experimental studies indicated maricite 
is the thermodynamically stable phase.[143–145] However, the 
maricite phase lacks a good Na+ diffusion path in the structure 
(Figure 9b). The electrochemically active olivine NaMPO4 can 

be obtained by delithiation and subsequent sodiation of olivine 
LiMPO4.[136] The olivine NaMPO4 structure has a Pnma space 
group and comprises vertex-sharing MO6 octahedra and PO4 
tetrahedra that share one edge and all vertices with MO6 octa-
hedra (Figure 9a). The Na sites in olivine NaMPO4 form linear 
chains parallel to the b axis providing open channels for Na ion 
diffusion along the b axis (Figure 9a). NaFePO4 and NaMnPO4 
with olivine structures are indeed demonstrated as promising 
cathode materials with relatively high discharge capacity of 
≈150 mA h g−1 and good reversibility.[136–142]

Saracibar et al.[135] performed GGA+U computations to 
study the phase evolution and Na orderings of NaxFePO4 
with different Na concentrations ranging from x = 0 to x = 1  
(Figure 9c). Two ground-state structures, i.e., Na2/3FePO4 
and Na5/6FePO4, were identified (Figure 9c), in agreement 
with previous experimental reports of an intermediate phase 
Na2/3FePO4 and a phase transition between FePO4 and Na2/3

FePO4.[136,139,140,146] In addition, the calculations also found that 
the Na-vacancy ordering was coupled with the configuration of 
Fe2+/3+ with different oxidation states in NaxFeO4 (Figure 9c). 
Fe3+ ions locate close to Na vacancies within the (110) planes, as 
the Na-vacancy planes tend to increase the separation spacing. 
Both Na2/3FePO4 and Na5/6FePO4 form 3a3bc superstructures 
resulting from the coupled Na-vacancy and Fe2+/3+ charge 
ordering (Figure 9c). These calculated orderings of Na-vacancy 
and Fe2+/3+ in Na2/3FePO4 are in good agreement with the 
characterizations.[139,140] The calculated ground-state ordering 
of Na5/6FePO4 has similar features to Na2/3FePO4, as half of 
the (110) planes of Na vacancies are filled upon the sodiation 
of Na2/3FePO4 (Figure 9c). Based on the ground-state ordered 
structures of NaxFePO4, Saracibar et al.[135] calculated the 
average voltage of NaxFePO4 as 3.01 V, in agreement with pre-
vious experiments.[136] The calculated voltage plateaus of 3.07 
and 2.92 V are in agreement with experimental values of 3.06 
and 2.89 V, respectively.[135]

Diffusion: Computations were performed to study Na+ migra-
tion along several possible pathways, such as [010], [001], and 
[101], in olivine NaMPO4.[12,79,147] The Na+ migration along [010] 
channels (Figure 10a) was calculated to have the lowest migra-
tion energy of 0.28 or 0.38 eV at desodiated or sodiated states 
of NaxFePO4 (Figure 10b), respectively, compared to higher 
energy barriers of >1.5 eV along [001] and [101].[12,79,147] There-
fore, olivine NaxFePO4 has the same diffusion mechanism as 
LixFePO4.[12] The facile diffusion of Na+ along [010] channels 
indicates olivine NaxFePO4 is mainly a 1D Na-ion conductor. 
Compared to LixFePO4, Na+ diffusion in NaxFePO4 has a higher 
migration energy barrier (Figure 10b).

Phase Transformation: Similar to that in LiFePO4,[148] the antisite 
defects formed by exchanging Na+ with M cation on neighboring 
sites are proposed to significantly decrease the electrochemical per-
formance of olivine NaxFePO4 by blocking the facile 1D channel 
along b axis.[79] If Na are completely exchanged with M in olivine 
NaxMPO4, the olivine structure would transform into the maricite 
structure, which has no obvious open channels for low-barrier 
alkali-ion diffusion (Figure 9b). Tripathi et al.[79] calculated the 
formation energies of multiple defects in olivine NaMPO4 using 
classical interatomic potentials. The formation of the Frenkel and 
Schottky defects is calculated to have high formation energies, 
similar to those in LiFePO4.[149,150] In contrast, antisite defects in 

Adv. Energy Mater. 2018, 1702998
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NaFePO4 or NaMnPO4 are calculated to have significantly lower 
formation energies of 0.86 or 1.06 eV, respectively. The low forma-
tion energies of antisite defects in olivine NaFePO4 are consistent 
with the experimental result that olivine NaFePO4 readily trans-
forms to the thermodynamically stable maricite phase upon heat 
treatment.[144] The DFT energies revealed that maricite NaMPO4 
has slightly lower energy than the olivine phase,[136] while olivine 
LiMPO4 was calculated to be stable.[12] Tripathi et al.[79] attributed 
the site preference of alkali and M ions and the structure pref-
erence of maricite versus olivine to the interplay between cation 
charge and different ion radius. While Li+ (r = 0.76 Å) and Fe2+ 

(r = 0.78 Å) have similar ionic radii, the larger size Na+ (r = 1.02 Å)  
prefers the M site in olivine structure, which has larger space 
than the alkali-ion site.

3.2.2. Fluorophosphates

Na2MPO4F (M = Fe, Mn, Co, Ni): The incorporation of highly 
electronegative F ions into phosphate-based materials is a 
promising materials design strategy for high-voltage cathodes 
in NIBs. A number of fluorophosphates with a general formula 

Adv. Energy Mater. 2018, 1702998

Figure 9.  Crystal structures of a) olivine and b) maricite NaFePO4. c) Computed voltage profiles referenced to Na/Na+ and corresponding ground-state 
structures of NaxFePO4 (Fe2+: blue; Fe3+: purple; Na+: yellow; PO4

3−: gray). The dashed red line in Na2/3FePO4 represents the (110) plane. Reproduced 
with permission.[135] Copyright 2016, Royal Society of Chemistry.
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of Na2MPO4F (M = Fe, Mn, Co, Ni) have been reported as prom-
ising cathodes.[20,153] For example, Na2FePO4F and Na2MnPO4F  
are demonstrated with reversible capabilities of 110 and 
178 mA h g−1, respectively.[154,155] Na2MPO4F has two poly-
morph structures the monoclinic structure with P21/c space 
group in Na2MnPO4F (Figure 11a)[156,157] and the layered 
orthorhombic structure with Pbcn space group in Na2FePO4F 
and Na2CoPO4F (Figure 11b).

The increased voltages in fluorophosphates compared to 
phosphates are quantified and confirmed by computational 
studies.[152] For the monoclinic Na2MnPO4F, which has been 
tested as a high energy density cathode material,[155,158–160] 
GGA+U computation[152] indicates an equilibrium sodia-
tion voltage of 3.71 V at 1.5 ≤ x ≤ 2 and 3.76 V at 1 ≤ x ≤ 1.5,  
respectively (Figure 11c), in good agreement with the experimental 
value of 3.75 V.[151,158] DFT calculations[79,152] also quantified that 
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Figure 10.  a) Calculated Na+ migration pathway along [010] channels in olivine NaFePO4. Reproduced with permission.[147] Copyright 2016, Elsevier. 
b) Calculated Na+ diffusion barriers in olivine NaxFePO4 (blue) and LixFePO4 (red) at x = 0 and 1. Reproduced with permission.[12] Copyright 2011, 
Royal Society of Chemistry.

Figure 11.  Crystal structures of a) Na2MnPO4F with a space group of P21/c and b) Na2FePO4F with a space group Pbcn. Yellow: PO4 tetrahedra. Blue: 
MO4F2 octahedra; Light blue sphere: Na+. Reproduced with permission.[151] Copyright 2011, Royal Society of Chemistry. c) Calculated voltage profiles 
of Na2MnPO4F referenced to Na/Na+. Reproduced with permission.[152] Copyright 2013, The Electrochemical Society. d) Na+ diffusion pathways in 
Na2FePO4F. Reproduced with permission.[79] Copyright 2013, Royal Society of Chemistry.
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the volume expansion of Na2MnPO4F or Na2FePO4F during 
sodiation is less than 20%, confirming the robustness of the 
crystal framework during electrochemical cycling.[20]

Similar to phosphate cathodes, the robust 2D diffusion 
network consisting of interconnected FeO4F2–PO4 polyhedra 
(Figure 11b) in Na2FePO4F provides facile Na-ion diffusion 
and good intercalation reversibility.[79,153,161] Tripathi et al.[79] 
performed calculations based on interatomic potentials to 
investigate Na+ diffusion pathways and migration barriers in 
Na2FePO4F. Their results suggest that Na ions migrate in the 
2D diffusion network of Na2FePO4F along [100] and [001] direc-
tions (Figure 11d) with low energy barriers of 0.29 and 0.44 eV,  
respectively. These low barriers and 2D Na+ diffusion in 
Na2FePO4F are advantageous compared to the 1D Na+ diffusion 

in NaFePO4.[79] In the experiments, Na+ intercalation and dein-
tercalation from Na2FePO4F are observed to be more facile than 
olivine NaFePO4.[162,163]

Na3V2(PO4)2F3: V-based fluorophosphate compounds have 
been investigated as promising cathodes with high voltage, 
stable cycling performance, and multiple-electron redox 
from V3+ to V5+.[20] NaxV2(PO4)2F3 was demonstrated to have 
a reversible capacity of ≈120 mA h g−1 (corresponding to  
1 ≤ x ≤ 3) and high voltage plateaus at 3.7 and 4.2 V.[164–167] The 
structure of Na3V2(PO4)2F3 consists of V2O8F3 bioctahedra con-
nected by PO4 tetrahedra and Na+ layers lying in the ab-plane 
(Figure 12ac).

A combined computation and diffraction study by 
Shakoor et al.[165] on Na3−xV2(PO4)2F3 suggested a reversible  
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Figure 12.  a) Calculated ground-state Na ordering in NaxV2(PO4)2F3 (0 ≤ x ≤ 4) unit cell. b) Calculated voltage profile of NaxV2(PO4)2F3 (0 ≤ x ≤ 4). 
Reproduced with permission.[24] Copyright 2016, American Chemical Society. c) Na+ diffusion pathways within the Na plane in NaxV2(PO4)2F3. Black 
dots along paths 2, 3 denote the Na3 sites. d) Migration energies for path 1 at the sodiated (dotted) and desodiated (solid) limits. e) Migration energies 
for paths 2 and 3 at the sodiated (dotted) and desodiated (solid) limits. Reproduced with permission.[76] Copyright 2015, American Chemical Society.
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sodiation/desodiation through a one-phase reaction pathway. 
Recently, Dacek et al.[24] performed a systematic GGA+U 
computation study for Na configurations in Na3V2(PO4)2F3 
and revealed detailed knowledge about this structure over 
a wide range of Na concentrations (Figure 12a). The cal-
culated ground state of Na3V2(PO4)2F3 has a Cmc21 space 
group with an orthorhombic distortion of the a and b lattice 
parameters (b/a ≈ 1.004), which is consistent with the experi-
mental characterization (b/a ≈ 1.002) by Bianchini et al.[168] 
Na ions occupy Na1 and Na2 sites, which are along the [100] 
and [010] directions, respectively, from each bioctahedra 
center, and Na3 sites, which are along the [110] directions 
from the center of the ring (Figure 12a). These computa-
tional results agree with the high-resolution diffraction char-
acterizations[167,168] in contrast to earlier experimental reports 
that Na3V2(PO4)2F3 is a tetragonal P42/mnm structure with  
only Na1 and Na2 sites.[164] Dacek et al.[24] also identified Na 
orderings in desodiated compositions NaxV2(PO4)2F3 (0 ≤ 
x ≤ 4) through DFT computation. The ground-state structures 
of Na2V2(PO4)2F3 and NaV2(PO4)2F3 were calculated to have 
orthorhombic Cmmm and Cmcm space groups (Figure 12a), 
respectively, with Na ions occupying Na1 and Na2 sites, in 
consistent with the experiments.[167,168]

In addition, NaxV2(PO4)2F3 (0 ≤ x ≤ 4) is calculated to have 
small decomposition energies of <17 meV per atom at all 
sodiation levels,[24] suggesting a small thermodynamic driving 
force for phase decomposition and good structural stability 
during electrochemical cycling, as observed in the experi-
ments.[165–168] Dacek et al.[24] also investigated phase stabilities 
of NaxV2(PO4)2O2yF3−2y (0 ≤ y ≤ 1) with different O-F mixing 
ratios. The decomposition energies of NaxV2(PO4)2O2yF3−2y  
(0 ≤ y ≤ 1) with the sodiation level x ≤ 3 are less than 10 meV per 
atom, suggesting good structural stabilities for the compounds 
with different O–F mixing ratios. The fully sodiated phase at  
x = 4 becomes substantially more unstable with a decomposi-
tion energy of ≈50 meV per atom, suggesting unlikely topo-
tactic sodium insertion into O–F mixed compounds at x > 3.

Based on the calculated Na orderings and structures, 
Dacek et al.[24] further calculated the voltage profile of 
NaxV2(PO4)2F3 during sodiation (Figure 12b). The first 
voltage plateau at 0 ≤ x ≤ 1 associated with the V4+/V5+ redox 
couple is 4.9 V, in good agreement with the experimental 
value of 5.0 V.[166,169] Such high voltage is above the electro-
chemical window of typical sodium electrolytes (4.5 V),[170] 
impeding the electrochemical extraction of all Na ions.[171] In 
order to address this issue, Xu et al.[169] studied the voltages 
of NaxV2(PO4)2F3 with other mixed halogens such as Br and 
Cl, and discovered that the substitution of F0.5Br0.5Cl2 at the F 
sites significantly decreases the first voltage plateau to 4.1 V  
within the electrochemical window of current electrolytes. 
This computation work suggests tuning anion mixing in 
polyanion systems to tailor the voltage for improved electro-
lyte compatibility.

Matts et al.[76] performed NEB calculations to study Na+ dif-
fusion in NaxV2(PO4)2F3. They discovered that Na+ migration 
occured within the ab plane of NaxV2(PO4)2F3 through the path 
1, 2, and 3 in Figure 12c. The migration energy of path 1 is 
much lower (≈20–45 meV) than those of path 2 (≈300–600 meV)  
and path 3 (≈300–1100 meV) (Figure 12de). Dacek et al.[24]  

performed AIMD simulations in NaxV2(PO4)2F3 and obtained 
the activation energies of 155–811 meV, in agreement with 
NEB calculations.[76] The activation energies of Na+ diffusion 
(353–811 meV) are significantly higher in the ordered struc-
tures at x = 1, 2, 3 than those (155–726 meV) in disordered 
structures with fractional Na concentrations.[24] In experiments, 
Liu et al.[172] observed that Na+ diffusivity droped dramatically 
near x = 1. Given the relative low migration barrier at x = 1 
from NEB calculations, Dacek et al.[24] attributed the drop of 
Na+ diffusivity in the ordered structures (x = 1, 2, 3) to the lack 
of mobile carriers, and proposed to increase Na+ conductivity 
through disordering Na sublattice by mixing TMs or by disor-
dering anion sublattice. In addition, the TM mixing may sup-
press Na-vacancy ordering and may decrease the high voltage 
(≈4.9 V) to extract sodium, facilitating Na+ diffusion kinetics in 
the compositions at x = 1, 2, 3.

3.2.3. Pyrophosphates Na2MP2O7 (M = Fe, Mn)

Pyrophosphates Na2MP2O7 (M = Fe, Mn) represent another 
type of polyanion cathode materials for NIBs.[173,174] Though 
the theoretical capacity of pyrophosphates is lower than those 
of phosphates and fluorophosphates,[20] pyrophosphates have 
good stability and open frameworks.[175–177] While these pyroph-
osphate materials with different TMs adopt different crystal 
structures, many of these structures exhibit open diffusion 
channels for Na+ diffusion during electrochemical cycling.[20] 
In this section, we will review the representative pyrophosphate 
systems, Na2FeP2O7, Na2MnP2O7, and Na4Mn3(PO4)2(P2O7).

Structure and Ordering: DFT computation studies identified 
the intermediate phases during sodium intercalation and dein-
tercalation.[176–178,180] For NaxFeP2O7 over 1 < x < 2, DFT calcu-
lations[178] suggested a single-phase reaction around 2.5 V and a 
series of two-phase reactions in the voltage range of 3.0–3.25 V,  
consistent with experimental characterizations.[178] The 2.5 V 
plateau corresponds to the first Na extracted from the Na1 site, 
and the 3 V plateau corresponds to Na ions extracted from the 
Na3–Na8 sites (Figure 13a). A joint computational and experi-
mental study[176] on Na2MnP2O7 also presented similar inter-
mediate phases with one single-phase reaction at 3.32 V and 
three consecutive two-phase reactions at 3.66, 3.98, and 4.15 V.  
In addition, Park et al.[176] argued that Na2MnP2O7 had better 
stability than Li2MnP2O7 because of the Jahn-Taller distortion 
allowing better electrochemical performance of the Na com-
pounds. In Na4Mn3(PO4)2(P2O7), DFT calculations[180] predicted 
a single-phase reaction for extracting one Na from the struc-
ture, and then a two-phase reaction for further Na extraction, 
in agreement with the experimental observations.[180] The com-
putation[180] found the intermediate β phase was not a ground 
state in the calculated energy convex hull and might be kineti-
cally formed during electrochemical cycling.

Diffusion: Kim et al.[178] studied Na+ diffusion in the inter-
mediate phases of NaxFeP2O7 formed during desodiation 
(Figure 13a). At x = 1, the Na+ migration along the [011] channel 
has an energy barrier of 0.48 eV. For other intermediate phases 
corresponding to the plateaus at ≈3 V, Na+ migrations through 
the 1D channels and 2D pathways have the barriers below 
0.54 eV (Figure 13a).
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In addition, DFT studies[180] on Na4Mn3(PO4)2(P2O7) pro-
posed that the Jahn–Teller distortion of Mn3+ facilitates Na+ 
diffusion in the crystal structure while maintaining the 3D 
diffusion framework. In contrast, the Na+ migration barrier 
increases in Na4Fe3(PO4)2(P2O7) due to the P2O7 distortion, 
leading to sluggish Na+ diffusion kinetics.[181] A similar effect 
of polyanion distortion on Na+ diffusion is also suggested in 
Na2MnP2O7.[176]

Phase Transformation: Kim et al.[179] performed a joint 
computational and experimental study on the formation of 
the triclinic phase Na2CoP2O7 instead of the conventional 
orthorhombic phase during synthesis. The triclinic phase poly-
morph of Na2CoP2O7 achieved 40% higher energy density than 
the orthorhombic phase. DFT computation was performed to 
compare the energy of these polymorphs as a function of Na 
deficiency (Figure 13b). The calculations found that the forma-
tion of triclinic phase was energetically favorable at higher Na 
deficiency (Figure 13b), in agreement with the synthesis map 

identified in experiments (Figure 13c).[179] This study dem-
onstrated the potential of using computation techniques in 
guiding the synthesis of new electrode materials for NIBs.

3.2.4. Sulfates

Besides phosphates, sulfates are also investigated as cathode 
materials for NIBs, as SO4

2− is suggested to provide higher 
voltage than PO4

3−.[182–184] Barpanda et al.[184] reported an all-
uaudite-type sulfate framework Na2Fe2(SO4)3 (Figure 14a) as a 
cathode material with a 3.8 V voltage and excellent rate capa-
bility. GGA+U calculations[184] of the Na2Fe2(SO4)3 structure 
identified Na2 sites as the most energetically favorable and 
Na3 sites as the least favorable (Figure 14b). The calculations 
found the Na+ migration along 1D channels with low energy 
barriers (Figure 14b), in agreement with the fast charge–dis-
charge kinetics observed in the experiments.[184] In addition, 
Na+ migration has an energy barrier of 0.54 eV along Na2 
channels and a low barrier of 0.28 eV along Na3 channels 
(Figure 14c).

3.2.5. Carbonophosphates

Another type of cathode with mixed polyanions is the carbon-
ophosphates Na3MPO4CO3 (M = Fe, Mn, Co, etc.),[25,26,32,185] 
which were first discovered as sodium cathodes through a 
high-throughput computation by Hautier et al.[32] While the 
high-throughput computational approach has been widely 
used in discovering new materials for a wide range of appli-
cations,[33,186,187] Hautier et al.[32] represents the first computa-
tion work in discovering new electrode materials for NIBs.[32] 
First principles computations by Hautier et al.[32] predicted that 
this structure is stable to host many TMs with desirable sodi-
ation voltages of ≈3–4 V, which are within the safety window 
of the electrolytes. In particular, Na3MnPO4CO3 has a high 
theoretical capacity of 191 mA h g−1 thanks to a two-electron 
redox between Mn2+ and Mn4+.[26] The average redox potentials 
for Mn2+/Mn3+ and Mn3+/Mn4+ were calculated to be 3.1 and 
4.0 V, respectively.[32] Chen et al.[26] successfully synthesized 
Na3MnPO4CO3, and showed the voltage profile with two-elec-
tron redox reaction in good agreement with the computational 
predictions.[32] Huang et al.[185] performed DFT calculations 
to investigate the Na+ diffusion in Na3FePO4CO3, and identi-
fied the energy barriers of the pathway along b and c axis to be 
0.6 and 0.7 eV, respectively, in agreement with the limited rate 
capability of Na3FePO4CO3 from the experiments.

3.2.6. NASICON

The NASICON structure, which is originally investigated as 
fast Na-ion conductors, is also developed as a cathode material 
for NIBs. The composition NaxV2(PO4)3 (Figure 15a) is dem-
onstrated with good electrochemical performance with respect 
to capacity, cyclability, rate capability, and stability.[20,188,191–193] 
The voltage profile of NaxV2(PO4)3, from first principles com-
putation, is in good agreement with experiments.[189,190,194] 
A voltage plateau of 3.40 V is identified for desodiation from  
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Figure 13.  a) The calculated Na+ migration pathways (arrows) and energy 
barriers (numbers in eV) in Na2FeP2O7. Arrows in red indicate 2D migra-
tion paths, and those in green (Na1 and Na2 sites) and blue (Na3–Na6 
sites) indicate the outward channels. Migration barriers along the [011] 
channel direction (green and blue) are shown in the two panels on the 
right. Reproduced with permission.[178] Copyright 2013, Wiley-VCH. b) Rel-
ative energies of the triclinic phase (rose) and conventional orthorhombic 
phase (blue) in Na2−xCoP2O7 as a function of Na deficiency. Inset: Unit 
cell of the blue and rose phases. c) Synthesis map of Na2−xCoP2O7 poly-
morphs as a function of Na deficiency. Reproduced with permission.[179] 
Copyright 2016, Wiley-VCH.
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x = 3 to x = 1 (Figure 15b), corresponding to a two-phase tran-
sition from Na3V2(PO4)3 to NaV2(PO4)3.[188] During the deso-
diation, Na+ was found to be first removed from Na2 sites 
as shown by the Na site occupancy from the computation 
(Figure 15a).[189] In addition, first principles computation also 
indicated a high voltage plateau of 4.64 V (0 ≤ x ≤ 1) and a 
low voltage plateau of 2.03 V (3 ≤ x ≤ 4).[189] An extra low pla-
teau of 0.3 V by inserting Na+ from x = 4 to 5 is also shown in 
the computation and is demonstrated in the experiments.[194] 
First principles computation confirmed low migration barriers 
of Na+ diffusion in the open channels of NASICON structural 
framework,[190] confirming its good reversibility and decent 
rate capabilities during electrochemical cycling (Figure 15c). 
Ong et al.[12] studied the phase transformation of Li and Na 
NASICON structures, and found that Na3V2(PO4)3 energeti-
cally prefers the rhombohedral 3R c structure and Li3V2(PO4)3 
prefers the monoclinic P1121/n structure, in agreement with 
experimental observations.[195,196]

3.3. Organic Compounds

Organic materials, e.g., disodium rhodizonate (Na2C6O6)[197,198] 
and benzoquinone derivatives,[199] have been demonstrated as 
NIB cathode materials with good electrochemical performance, 
low cost, and environmental friendliness, thanks to the absence 
of transition metal elements.[200–202] The computational tech-
niques for inorganic materials are also applied to study the 
organic compounds in NIBs. However, a significant technical 
difficulty is that the atomistic structures of the sodiated organic 
compounds are often unknown. In order to perform the calcu-
lations on these organic solids, their atomistic structures need 
to be computationally generated from structure prediction algo-
rithms, e.g., the USPEX algorithm.[203–205]

Yamashita et al.[66] studied the structures and packing of 
sodiated NaxC6O6 using the USPEX structure prediction algo-
rithm, and reproduced the calculation voltage in agreement 
with the experiments.[198] Kim et al.[199] studied C6R4O2 (R = F, 
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Figure 14.  Na+ diffusion in Na2Fe2(SO4)3. a,b) Isosurfaces of the difference of the bond valence sum (ΔBVS). The blue and light-blue surfaces are for 
ΔBVS = 0.2 and 0.4, respectively. Inner side of the surface corresponds to accessible spaces for Na+. Green and yellow polyhedra are FeO6 and SO4, 
respectively. c) Na+ migration energy from NEB calculations. Reproduced with permission.[184] Copyright 2014, Nature Publishing Group.
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Cl, Br) to increase the redox potential and energy density, and 
found that the substitution of O with halogen atoms indeed 
decreased the lowest unoccupied molecular orbital (LUMO) 
and increased the redox potential. In particular, C6Cl4O2 was 
demonstrated in their experiments with good electrochemical 
performances. Araujo et al.[67] studied the crystal structures of 
NaxC6Cl4O2 using the USPEX structure prediction algorithm 
and reproduced the experimental voltage profile. They also 
found that hybrid functional calculations provided more accu-
rate energies for these organic compounds. In an integrated 
computational and experimental study, Wu et al.[202] studied 
and demonstrated the Na2C6H2O4 for Na insertion at a much 
lower voltage. The DFT computation confirmed the voltage 
and reaction mechanism observed in experiments, and con-
firmed the charge compensation mechanism during sodiation. 
These studies demonstrated the computational capability in 
studying organic electrode materials. Recently, computational 
studies were extended to novel compounds, such as polyani-
line (PANI),[206] tetracyanoethylene (TCNE),[207] etc., as poten-
tial electrodes for NIBs.

4. Negative Electrode Materials

A major challenge in NIBs is the lack of good anode mate-
rials. Graphite anodes commercially used in LIBs cannot be 
used in NIBs, as Na does not intercalate into graphite.[5,208–211] 

This challenge motivates the exploration of a broader range 
of anode materials for NIBs, including carbonaceous anodes 
(Section 4.1), alloying anodes (Section 4.2), conversion reaction 
anodes (Section 4.3), sodium titanium oxides (Section 4.4), and 
other materials (Section 4.5).

4.1. Carbonaceous Anode

While graphite is a widely used anode material for lithium ion 
batteries (LIBs),[214–216] many experimental studies reported 
poor Na insertion and low Na capacity (<35 mA h g−1) in 
graphite, which cannot be used as an anode for NIBs.[208–211] 
While some mistakenly attributed poor Na intercalation to large 
Na ion size, other alkali ions such as K, Rb, Cs with even larger 
ionic radii show reversible intercalation in graphite with decent 
capacity.[217] Multiple computation studies[212,218] using GGA 
and vdW functionals confirmed that the formation of NaC6 
or NaC8 was energetically unfavorable with positive formation 
energies, in contrast to the favorable formation of ACx (A = 
Li, K), indicating the origin of poor Na insertion in graphite is 
thermodynamically intrinsic.

To further understand why Na insertion has positive forma-
tion energies in graphite, Liu et al.[212] decomposed the alkali 
intercalation process in ACx (A = Li, Na, K, Rb, Cs) into three 
physical components, i.e., binding, graphite straining, and 
metal decohesion (Figure 16a), and quantified the energy con-
tribution of each component. By analyzing the trend of energy 
contributions from each physical component (Figure 16a), they 
attributed the weak binding between Na and graphite as the 
limiting factor for the unfavorable Na intercalation in graphite.

Poor Na storage in graphite motivates the discovery of other 
carbonaceous anodes, such as hard carbon and soft carbon 
with higher capacities.[211,219–221] Many disordered carbons 
used for NIB anodes have a larger interlayer distance and more 
defects than those of graphite.[211,222] First principles computa-
tion studied the effects of the carbon interlayer distances and 
defects on Na intercalation. Cao el al.[213] calculated the reaction 
energies of Li and Na ions intercalation between carbon layers 
as a function of interlayer distance (Figure 16b). These calcula-
tions revealed that Na+ insertion has higher energy cost than 
Li+ insertion between carbon layers and that Na+ insertion is 
energetically unfavorable at the carbon interlayer distance of 
graphite. The calculations also found that the energy of Li+/
Na+ insertion decreases (i.e., becomes more favorable) as the 
interlayer distance increases. Tsai et al.[63] confirmed the same 
trend of Na+ insertion energies on carbon interlayer distances 
using various vdW corrections. In addition, Tsai et al.[63] investi-
gated the effects of various point defects, such as mono-vacancy, 
divacancy, and Stone-Wales defects, on Na+ insertion, and found 
that all these defects make Na+ insertion more energetically 
favorable due to the binding between Na+ and defects. There-
fore, the increased carbon interlayer distance and defects in 
these disordered carbon materials, such as hard carbon and soft 
carbon, can significantly enhance Na+ insertion. Tsai et al.[63] 
also found that the sloping voltage region of charge–discharge 
curves of disordered carbon observed in experiments[222] corre-
sponds to Na adsorption on defective carbon surfaces and that 
the flat voltage region corresponds to Na intercalation into the 
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Figure 15.  a) Crystal structure of Na3V2(PO4)3. Reproduced with per-
mission.[188] Copyright 2017, Wiley-VCH. b) Calculated voltage profile of 
NaxV2(PO4)3 (0 ≤ x ≤ 4). Reproduced with permission.[189] Copyright 2012, 
The Electrochemical Society. c) Na+ diffusion pathway through the hexag-
onal bottleneck in NASICON structure. Reproduced with permission.[190]  
Copyright 2015, Royal Society of Chemistry.
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carbon layers. These computational studies provide the theoret-
ical basis for the significantly improved Na storage in the disor-
dered carbon materials.

4.2. Alloying Anode

As potential NIB anodes, alloying compounds have high theo-
retical capacities and low Na insertion potentials.[20,223,224] Na-
binary alloys with Group 14 elements, such as Si, Ge, Sn, Pb, 
and Group 15 elements, such as P, As, Sb, Bi, have demon-
strated high Na capacities of 370–2600 mA h g−1.[20,225,226]

Low voltage and high capacity are desired properties for 
anode materials. Chevrier et al.[22] calculated the voltage profiles 
of Na alloying reactions in Group 14 elements Si, Ge, Sn, Pb 
(Figure 17a). These Group 14 alloys show low Na insertion volt-
ages of <0.8 V suitable for anode applications. The sodiation 
voltage profiles of Group 15 elements P, As, Sb, Bi evaluated by 
Mortazavi et al.[226] (Figure 17b) also show low voltages ranging 
from 0.4 to 1.2 V, suggesting Group 15 alloys as potential 
anode materials. The calculated voltage profiles for the sodia-
tion of P, Sb, Pb, Bi are in good agreement with experimental 
results.[44,227–229]

4.2.1. Group 14 Elements

While Si and Ge show high capacities for lithiation, the sodia-
tion capacities of Si and Ge are much lower than those of Sn 
and Pb.[20] Chou et al.[230] evaluated the structural evolution and 
energies of sodiated crystalline and amorphous phases of Si, 
Ge, Sn (Figure 18), and found that c-NaxSn alloy has the lowest 
formation energies. The formation energies continuously 
decrease upon sodiation until x = 3.75, indicating energeti-
cally favorable sodiation for up to 3.75 Na per Sn. Their com-
putational results of c-NaxSn agree with the experimental facts 
that high specific capacity of Na-Sn alloys can be achieved in 
Na15Sn4 (i.e., Na3.75Sn).[231] In contrast, the formation energies 
of c-NaxGe and c-NaxSi only decrease from 0 to 1 upon sodia-
tion, but exhibit a positive trend at x > 1 (Figure 18). There-
fore, the high formation energies of the alloy compounds at  
x > 1 (e.g., c-Na3.75Si and c-Na3.75Ge) confirm the 

thermodynamic origin of limited sodiation capacity in Si and 
Ge, in agreement with the bulk phase calculations[22,230,232] and 
experiments[233,234] that only one Na can be inserted per Ge and 
Si forming NaGe and NaSi.

The computation studies by Chou et al.[230] also found amor-
phous alloys, which are widely observed during sodiation 
experiments,[235–237] have favorable energies and faster kinetics 
of Na+ diffusion. The formation of amorphous alloy phases 
a-NaxSi and a-NaxGe was found to have lower formation ener-
gies (Figure 18) compared to crystalline phases.[230,232] In addi-
tion, AIMD simulations[230] observed facile Na+ diffusion in 
amorphous NaM phases (M = Si, Ge, Sn) with low activation 
energies of 0.26–0.31 eV and high Na+ diffusivities of 8 × 10−9 
to 3 × 10−8 cm2 s−1 at 298 K. Facile Na+ diffusion in a-Na0.75Si 
with an activation energy of 0.38 eV was also reported by Jung 
et al.[232] In contrast, NEB calculations reported high activa-
tion energies of 1.08–1.15, 0.78, and 0.53 eV, for single-Na+ 
hops in c-M, where M = Si, Ge, Sn, respectively, at the dilute 
limit.[230,232,238] These computational studies suggest faster Na+ 
diffusion kinetics in amorphous alloys and confirm the kineti-
cally favored formation of amorphous alloys observed during 
sodiation.[235–237]

4.2.2. Group 15 Elements

Among Group 15 elements, phosphorous exhibits the highest 
theoretical capacity of 2596 mA h g−1[5,223] and has drawn great 
attention as a highly promising anode material.[239–244] Com-
putational studies were performed for the structural evolution, 
structure, and Na+ diffusion in black phosphorous. In addition 
to the voltage profile calculated from known Na–P compounds 
(Figure 17b),[226] a number of computational studies are per-
formed to explore intermediate phases that may form during 
Na insertion. Using a random structure search method, Mayo 
et al.[245] predicted a number of new compounds, such as Na3P7 
and Na5P4, as intermediate phases during sodiation. They also 
observed that, as Na ions were inserted into the black phospho-
rous structure, P layers were gradually broken into cages, semi-
layers, broken chains, and eventually to isolated P ions in Na3P. 
The computation by Hembram et al.[246] suggests the sodiation 
starts with Na intercalation up to Na0.25P, and the following 
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Figure 16.  a) Energy contributions from binding (green), graphite straining (red), and metal decohesion (blue) to the formation of AC6 (A = Li, Na, K, Rb, 
Cs). Reproduced with permission.[212] Copyright 2016, United States National Academy of Sciences. b) Calculated reaction energies for Na (red) and Li 
(blue) insertion into carbon layers as a function of the interlayer distance. Reproduced with permission.[213] Copyright 2012, American Chemical Society.
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sodiation is accompanied by the breaking of P-P bonds and the 
structure amorphization. The Na+ diffusion mechanism is also 
investigated in multiple computational studies.[246–249] Various 
computational studies[246,247,249] found that Na+ diffusion in 
black phosphorous at the dilute limit of Na is highly anisotropic, 
where Na+ diffusion has a low migration barrier of 0.18–0.76 eV  
within P planes and a higher barrier of 4.2 eV between P 
planes.

4.2.3. Volumetric Energy Density

While some alloying elements show high capacity, the large 
size of Na limits the volumetric energy density of these 
anodes.[22] Based on the DFT calculations, Chevrier et al.[22] 
quantified the volume expansion as a function of sodiation 
levels (Figure 17c) from the calculated voltage curves, and 
estimated the volumetric energy densities of NaxM (M = Si, 
Ge, Sn, Pb) alloys based on an assumed cathode potential 
of 3.75 V. The NIB cells using NaxSn or NaxPb anode with 
an insertion of 3.75 Na lead to higher volumetric energy 
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Figure 17.  a) Calculated equilibrium voltage profiles of NaxM with Group 14 elements M = Si, Ge, Sn, Pb. Reproduced with permission.[22] Copyright 
2011, The Electrochemical Society. b) Calculated equilibrium voltage profiles of NaxM with Group 15 elements M = P, As, Sb, Bi. Reproduced with 
permission.[226] Copyright 2015, Elsevier. c) Volumetric energy density of NaxM (M = Si, Ge, Sn, Pb) as a function of volume expansion. d) Universal 
volume expansion curves for Li and Na alloys at different assumed anode potentials and at a hypothetical cathode potential of 3.75 V. Reproduced with 
permission.[22] Copyright 2011, The Electrochemical Society.

Figure 18.  Formation energies of NaxM (M = Si, Ge, Sn) in crystalline 
phases c-NaxM and amorphous phases a-NaxM. Reproduced with per-
mission.[230] Copyright 2015, American Chemical Society.
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densities compared to hard carbon anodes.[22,250] In addi-
tion, NaxM alloys with Group 15 M (M = P, As, Sn, Bi) also 
exhibit high volumetric densities if fully sodiated.[226] Chevrier 
et al.[22] revealed that a single Na occupies a constant volume 
of 30.3 Å3 in NaxM alloys, independent of M and the sodiation 
level x. The volume occupied by a single Na in these alloys is 
therefore about twice as large as that of Li (14.8 Å3).[22,251] As 
a result of the larger volume of Na in these alloys, the volu-
metric energy densities in Na-based alloys are much lower 
than those of Li-based alloys (Figure 17d). The volumetric 
energy densities of Na-based alloys are only about half of those 
of Li-based alloys at the same volume expansion (Figure 17d).  
Na-based alloys with 300% volume expansion can only 
achieve the volumetric energy densities that Li-based alloys 
can achieve with only 50–100% volume expansion, making Na 
alloying anodes significantly underperform their Li counter-
parts. Therefore, low volumetric energy density of Na alloying 
anodes is a significant disadvantage compared to their Li 
counterparts.[22]

The substantial volume expansion and contraction during 
electrochemical cycling cause mechanical failures and electro-
chemical capacity losses.[226,252] This problem is more severe 
in Na alloying anodes than in Li counterparts.[20,22,226,252] For 
example, the calculations found NaxSn has the highest volume 
expansion of ≈425% at Na3.75Sn, in agreement with experi-
mental values.[231,253] It is a significant challenge to deal with 
the large volume expansion of Na alloying anodes. In addition, 
DFT calculations[230,252] also found bulk moduli of NaxM (M = 
Si, Ge, Sn, P, As, Sb, Bi) decrease during sodiation (0 ≤ x ≤ 1). 
Therefore, understanding the mechanical failure during volume 
expansion and establishing an effective mitigation strategy for 
the volume expansion are needed to enable high-performance 
Na alloying anodes.

4.3. Conversion Reaction Anode

In addition to alloying anodes, conversion reaction anodes 
MaXb, where M is metal (e.g., Sn, Sb, Fe, Mo, Co and Ni) and X 
is O, S, and Se, etc., have been explored as high-capacity anode 
materials for NIBs.[255–259] The reaction pathways of these mate-
rials are complicated. Commonly, their sodiation reaction starts 
with a small amount of Na intercalation to form NaxMaXb, 
followed by the conversion reaction to form Na2X and metallic 
M, and some of the metals, such as Sn and Sb, may further 
react through Na alloying.[255–259] Klein et al.[254] used the same 
computation scheme in Section 2.1 and experimental thermo-
dynamic data to evaluate and compare the lithiation and sodia-
tion potentials for materials MaXb with a variety of cations and 
anions (Figure 19a). The sodiation conversion reactions in gen-
eral lead to lower potentials than those of lithiation conversion 
reactions. In particular, replacing lithium by sodium in con-
version reactions of oxides leads to lower potentials by ≈1 V.  
Klein et al.[254] illustrated the trend of conversion potentials, 
and showed that conversion reactions in halides often exhibit 
higher potentials than those in chalcogenides. Phosphides and 
hydrides exhibit even lower potentials. Among chalcogenides, 
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Figure 19.  a) Calculated voltage differences between conversion reac-
tions of MaXb under sodiation and lithiation. Positive values correspond 
to higher voltages for the lithiation conversion reactions. b) Calcu-
lated standard potentials for different transition metal chalcogenides.  
c) Specific capacities and potentials for sodiation conversion reactions 
in different materials classes. Reproduced with permission.[254] Copyright 
2013, Royal Society of Chemistry.
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sulfides have higher potentials than those of oxides with the 
same cations M (Figure 19b). For investigated MaXb materials, 
oxides and sulfides have sodiation potentials of 0.1–1.3 and  
0.7–1.6 V, respectively, which can be considered as anode mate-
rials in NIBs. Figure 19c shows an overview of the calculated 
equilibrium potentials and theoretical capacities of sodium con-
version reactions. These calculations over a range of chemistry 
provide a valuable guidance for future selection of conversion 
reaction electrodes for NIBs.

Similar to alloying reactions, conversion reactions also have 
the problem of large volume changes during cycling and low 
columbic efficiency caused by irreversible reactions.[223,254] Klein 
et al.[254] evaluated the volume expansion of conversion reactions, 
and found that a large volume expansion of 130–430% in phos-
phides, 75–300% in oxides and sulfides, and 35–90% in halides.

In addition, the atomistic mechanisms of Na conversion 
reactions were studied by first principles computation.[260–262] 
Yao et al.[261] studied the conversion reaction of Sb2S3 anode for 
phase transformation, Na-ion diffusion, and electronic struc-
ture. Their computation identified the reaction pathways of Na 
conversion reaction using thermodynamic phase equilibria, 
and found Sb2S3 first undergoes a Na intercalation process to 
form NaxSb2S3, then undergoes conversion and alloying reac-
tions to form Na3Sb and Na2S. The calculations identified low 
Na+ migration barriers in these intermediate phases. In addi-
tion, the computation found significantly increased electronic 
conductivity upon the formation of NaxSb2S3 during sodiation, 
and the observed good electrochemical performance was attrib-
uted to the facile Na+ diffusion and good electronic conductivity 
in the intermediate conversion reaction products.[261]

Given the complexity of reaction pathways and amorphous 
structures, AIMD simulations were employed to study reaction 
mechanisms in conversion reactions.[261,262] Using AIMD simula-
tions, He et al.[262] observed a significant higher rate of lithiation 
in NiO than that of sodiation. In addition, AIMD simulations 
also observed the formation of a passivation layer of Na2O during 
the sodiation, while the lithiation continued into the entire struc-
ture, consistent with in situ TEM observations.[262] In addition to 
studying diffusion mechanisms, AIMD simulations may play an 
important role in revealing the reaction mechanisms of complex 
systems such as alloying, conversion, and interphase reactions.

4.4. Sodium Titanium Oxides

Given the good cycling performance of lithium titanate mate-
rials for LIBs, titanium oxide compounds are investigated as 
potential anode materials for NIBs.[263–269] We review com-
putation studies of Na2+xTi3O7 (Section 4.4.1), Na2+xTi6O13  
(Section 4.4.2), and spinel titanate materials (Section 4.4.3).

4.4.1. Na2+xTi3O7

Na2+xTi3O7 (0 ≤ x ≤ 2), as a promising anode material for NIBs, 
is demonstrated to have low Na+ intercalation potential (≈0.3 V)  
and high specific capacity (≈180 mA h g−1).[263,270] The structure 
of Na2Ti3O7 forms a 2D layered framework of edge-sharing 

TiO6 octahedra. Na ions are located at two types of sites, which 
are coordinated by nine and seven oxygen ions, respectively 
(Figure 20a). Senguttuvan et al.[263] reported that Na2Ti3O7 
can reversibly intercalate two Na ions per formula unit during 
electrochemical cycling, forming the fully sodiated phase 
Na4Ti3O7. DFT calculations[270,272] studied the structures of 
fully intercalated A4Ti3O7 (A = Na or Li) and found that the 
A+ insertion results in the rearrangement of alkali ions and 
the change of the Ti–O framework (Figure 20b). All alkali ions 
were coordinated by six oxygen ions in A4Ti3O7 instead of nine 
or seven oxygen ions in A2Ti3O7. This structural rearrange-
ment of A4Ti3O7 after sodiation agrees with experimental char-
acterizations.[263,270] The calculated intercalation voltages[270] 
from A2Ti3O7 to A4Ti3O7 are 0.4 and 1.7 V for sodiation and 
lithiation, respectively, which agree with experimental values of  
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Figure 20.  Crystal structures of a) Na2Ti3O7 and b) Na4Ti3O7. TiO6 
octahedra (yellow) and Na-O polyhedra with different coordination 
numbers are shown. Reproduced with permission.[270] Copyright 2014, 
Royal Society of Chemistry. c) Crystal structure and possible Na interstitial 
sites in Na2Ti6O13. Reproduced with permission.[271] Copyright 2017, 
Royal Society of Chemistry.
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0.3 and 1.6 V.[272] Pan et al.[273] investigated Na+ diffusion 
mechanism in Na2Ti3O7 using NEB methods and identified 
vacancy hopping mechanism forming zigzag diffusion path-
ways. Na+ migration has an energy barrier as low as 0.18–0.23 
eV between TiO6 octahedron layers.

4.4.2. Na2+xTi6O13

Na2+xTi6O13 shows high-rate performance and good cycle 
life.[264] Na2Ti6O13 has the open crystal structure framework 
with 3D tunnels along the b direction formed by linking TiO6 
octahedra (Figure 20c). Host Na ions in Na2Ti6O13 are accom-
modated inside the tunnels (yellow sites in Figure 20c), and 
additional Na ions are inserted into the interstitial sites upon 
sodiation. Ling et al.[271] studied the preferred sites for Na inser-
tion among all possible interstitial sites using GGA+U calcu-
lations, and found that the first Na ion inserted into A1 sites 
and the second Na ion into B sites (Figure 20c). On the basis 
of computationally determined structures of sodiated phases, 
the Na insertion voltage from Na2Ti6O13 to Na3Ti6O13 was cal-
culated to be 0.75 V, in agreement with the experimental values 
(≈0.8 V).[264] However, further sodiation from Na3Ti6O13 to 
Na4Ti6O13 was calculated to be energetically unfavorable. Pre-
vious GGA calculations by Shen et al.[274] predicted a similar 
first voltage plateau of 0.73 V, but a favorable Na intercala-
tion from Na3Ti6O13 to Na4Ti6O13 with a 0.15 V potential. The 
discrepancy between these two computation studies may be 
caused by the energy difference between GGA and GGA+U 
methods. In addition, Ling et al.[271] calculated Na+ migration 
energies along various diffusion pathways using NEB calcula-
tions. The facile Na+ diffusion occurs with low migration ener-
gies of 0.24 and 0.41 eV between A1 sites for vacancy and dilute 
single Na ion, respectively. These calculation results of low Na+ 
migration barriers support the high cycling rate of Na2+xTi6O13 
observed in experiments.[264]

4.4.3. Spinel Titanate

Li4Ti5O12 is known as a long-cycle-life anode for LIBs.[275] Sun 
et al.[269] reported the spinel compound as a NIB anode with 
an average voltage of 0.91 V and excellent cyclability. To under-
stand the sodium insertion mechanism in Li4Ti5O12, DFT 
calculations combined with experimental analyses were per-
formed.[269] The calculations predicted a three-phase separa-
tion mechanism for sodium storage in Li4Ti5O12, in agreement 
with in situ synchrotron XRD.[269] In addition, Na+ migration 
barriers were calculated using NEB methods, confirming the 
reversible Na insertion into the octahedral sites of the spinel 
host.

4.5. Other Materials

In addition to graphite, many other layered materials are also 
studied for NIB anodes. Liu et al.[212] computationally dem-
onstrated weak binding between Na and other 2D layered 
materials, such as MoS2, TiS2, and V2O5, and found the weak 

binding between Na and host materials. As a general phenom-
enon, this weak binding between Na and other materials has 
implications for many battery-related materials properties.[12,212] 
The weak binding of Na would result in small energy cost 
during sodiation and yield small intercalation voltage (with 
respect to Na/Na+), which is desired for the anode but not for 
the cathode.[12] A first principles computational study by Ong 
et al.[12] demonstrated that the sodiation potential are in gen-
eral lower than the lithiation potential in a wide range of mate-
rials. Therefore, the electrode materials that are ideal in LIBs 
may not be the best choice for NIBs. In addition, the weaker Na 
binding would lead to lower Na+ migration barriers in materials 
and faster Na+ diffusion kinetics. Facile Na+ diffusion in many 
materials are confirmed by computational and experimental 
studies.[12,23,230] Indeed, high rate performance during electro-
chemical cycling has been widely reported in many NIB elec-
trode materials.[20,223] Therefore, NIBs may be promising for 
high-power and high-rate energy storage applications.

Recently, some computational studies investigated the 
possibility of 2D layered materials as anode materials for 
NIBs.[21,64,65,246,276–282] 2D layered materials can either accom-
modate Na ions between 2D layers or absorb Na ions on sur-
faces. Ling et al.[276] studied electrochemical properties of 
boron-doped graphene using first principles computation, 
and predicted boron-doped graphene as an anode material 
with high specific capacity, low insertion voltage, and fast Na+ 
kinetics. Other layered materials, e.g., transition metal dichal-
cogenides,[21,277,282] phosphorene,[64,246] metal carbides,[278] and 
borophene,[281] have also been proposed as potential anode 
materials for NIBs by computational investigations. How-
ever, many 2D materials worsen the problems of low volu-
metric density of Na anode and may exhibit significant surface 
decomposition against the electrolyte during electrochemical 
cycling.[239,283] The application of 2D materials for NIBs is yet 
to be demonstrated.

5. Perspective and Concluding Remarks

While sodium-based chemistry for electrochemical energy 
storage, such as sodium–sulfur and Zebra cells, has been long 
developed, the recent renaissance of NIBs is largely motivated 
by strong demand for low-cost and large-scale energy storage 
applications such as for the electric grid.[1] The extensive knowl-
edge obtained from LIBs in the last three decades have set the 
research and development of NIBs on a fast track, and current 
state-of-the-art NIBs have achieved reasonably high energy den-
sity and long cycle life.[5–7,20]

While significant understanding of the electrode mate-
rials in NIBs has been achieved through computational and 
experimental studies, as shown in this review, the investiga-
tions of various battery materials, such as cathodes, anodes, 
electrolytes, and current collectors, are still needed to further 
improve their properties and to push the performance of 
NIBs to match or exceed current LIBs. For example, rational 
design strategies of electrode materials to fine tune the 
phase transformations and cation orderings at different sodi-
ation levels are yet to be developed for improving the reversi-
bility of electrochemical cycling in NIBs. As demonstrated in 
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various studies reviewed here, the computational and mode-
ling techniques provide unique fundamental understanding 
of the materials, such as the energies of various intermediate 
phases and atomistic-scale diffusion mechanisms, which are 
often difficult to directly characterize in experiments. The 
complementary integration of computations and experi-
ments has successfully accelerated the research in multiple 
fields. The utilization of advanced computational techniques 
with experimental characterizations may provide further 
opportunities in the field to enhance understanding of mate-
rials and to design novel materials with high performance.

Furthermore, the predictive power of computation enhances 
the capability to design new electrode and electrolyte mate-
rials. Currently, the design and development of NIB electrode 
materials mainly focuses on the optimization and modifica-
tion of known electrode materials and structures. Given that 
there are significantly more sodium compounds than lithium 
compounds, using a computational approach to discover novel 
electrode materials will be extremely valuable in satisfying ever-
increasing demand for high energy density and fast charging 
rate. Computation accelerated design and discovery based on 
the Materials Genome type approach[284] for completely novel 
NIB electrode materials are of great potential. The recent emer-
gency of artificial intelligence and machine learning techniques 
may significantly aid the materials search, discovery, and 
screening.[285–287] These practices are expected to bring further 
breakthroughs to next-generation high-performance NIBs.
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