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Abstract 
Due to the costs, sensitivity, and export policies of many 
governments, universities, and research institutions, particu-
larly in developing countries, the ability to purchase, install 
and maintain high-accuracy inertial navigation system (INS) 
and global positioning system (GPS) is restricted. This paper 
presents a new method for SAR imaging and interferometry 
using parameters estimated from raw data. First, methods 
for determining the order of real and imaginary parts within 
the raw data images, and for determining chirp rate polarity 
are proposed. Second, a selection of parameters, including 
the forward effective velocities of the sensor, the near range 
distance, and the squint angle, are extracted using the Doppler 
centroid and Doppler rate. Finally, we create single look 
complex (SLC) images, coherence maps, digital elevation models 
(DEMs), and dual-pass differential unwrapped phase maps. The 
level of accuracy shown in this comparative study suggests that 
the proposed method is acceptable for creating the featured 
SAR products and is suitable for real world applications. This 
method and result is particularly relevant for systems which 
suffer from a lack of high-accuracy positional metadata.

Introduction
Satellite SAR platforms generally orbit at heights significantly 
above the Earth’s atmosphere and record precise orbit data; for 
example, The ALOS/PALSAR system orbits at 697 km above the 

Earth’s surface. At such altitudes the effects of short-period mo-
tion compensation and orbit errors are less significant than at 
lower orbits or airborne flight altitudes. When processing satel-
lite SAR data in the azimuth direction, the Doppler centroid and 
the frequency rate may be calculated using accurate spacecraft 
ancillary data incorporating information including the near 
range distance and velocity. These satellite GPS-determined pa-
rameters may be directly employed for DEM generation (Rossi et 
al., 2012; Martone et al., 2012; Crosetto, 2002) and deformation 
monitoring (Dell’Acqua and Polli, 2011; Gerke and Kerle, 2011; 
Jones and Davis, 2011; Kaya et al., 2011; Zhang et al., 2012; 
Gernhardt and Bamler, 2012; Herrera, 2009). For airborne SAR 
platforms, the motion errors can be considerably higher than 
those associated with equivalent spaceborne platforms due to 
atmospheric turbulence and the associated aircraft properties 
such as the relatively small size of the craft. This makes the 
need for motion compensation (MOCO) in airborne SAR opera-
tions more pressing than required when using higher altitude 
SAR systems (Xing et al., 2009). 

Due to the costs, sensitivity, and export policies, many 
universities or institutes in developing countries, including 
China, are unable to buy and install the high-accuracy INS 
and GPS systems on airborne SAR platforms required for high 
accuracy orbit calculations (Cumming and Li, 2007; Kong et 
al., 2005; Wu et al., 2013; Cao et al., 2010). Therefore, more 
accurate information regarding the near range distance and 
forward velocities must be obtained using alternative methods 
to the typical methods employed to estimate values from the 
received radar data (Madsen, 1989; Jin, 1986; Bamler, 1991; 
Yu and Zhu, 1997; Wong and Cumming, 1996; Bamler and 
Runge, 1991; Cumming and Li, 2007; Kong et al., 2005; Callo-
way and Donohoe, 1994; Samczynski and Kulpa, 2010; Wahl 
et al., 1994; Berizzi et al., 2002; Dall, 1991; Wu et al., 2013; 
Cao et al., 2010). In general it is a difficult undertaking to 
ascertain and verify the accuracy of the estimated near range 
distance and velocities recorded in airborne SAR systems in 
the absence of high-precision flight data.

In this study, we analyze the accuracy of the near range 
distance, velocities, accelerations, and displacement rates in 
the line of sight (LOS) direction calculated using data estimat-
ed from a raw data pair of ALOS/PALSAR scenes. The data are 
accompanied by high-precision orbit data contained within 
the recorded meta data files and serve as a direct comparison 
to establish the accuracy exhibited by the novel methods 
introduced in this work. 
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The ALOS system was launched by the Japanese Aerospace 
Exploration Agency (JAXA) on the 24 January 2006. PALSAR 
features a high-precision inertial navigation system (INS) and 
global positioning system (GPS), and is designed with two 
advanced technologies. First, it possesses high speed and 
large capacity mission data handling technology and second, 
it benefits from precision spacecraft position and attitude de-
termination capabilities. It is shown in Nakamura (Nakamura 
et al., 2007) that the GPS-determined orbits are consistently 
located within −30 cm ±30 cm of the absolute evaluation de-
termined by Satellite Laser Ranging (SLR) data, and as a result 
may be considered extremely accurate. 

In this study we work under the assumption that the fol-
lowing parameters of SAR data are uncertain and need to be 
determined or estimated with greater accuracy: 
	 1.	 The order of real and imaginary parts of raw data. 

These may be normal or inverted with the real part 
stored either before or after the imaginary part, respec-
tively. The sign of the chirp rate may be positive or 
negative. This implies that the pulses generated in the 
SAR system may be “down-chirped” pulses (frequency 
decreases over time) or “up-chirped” pulses (frequency 
increases over time). 

	 2.	 Additionally, we work under the assumption that for 
whatever reason, the accurate orbit data may be prohib-
itive for direct use and as a consequence, the forward 
velocities, the forward accelerations, and displacement 
rate in the LOS direction are only obtainable from raw 
data focusing. 

The purpose of this study is then to analyze the use of pa-
rameters calculated from accurate orbit metadata in compari-
son to those found using the raw data parameter estimation 
methods presented in this study. This study will determine 
whether the values produced using the novel method are 
sufficiently accurate for raw data focusing and subsequent 
interferometry as determined through comparison with the 
standard methods. We will first use our proposed methods 

to estimate the chosen parameters for a pair of ALOS/PALSAR 
raw data scenes, and compare those estimated parameters 
with those calculated using the standard orbit data. We will 
also compare the DEMs and dual-pass differential unwrapped 
phase maps created using the standard accurate orbit data 
parameters and those created using estimated parameters. 

This paper is organized as follows. First, the study data 
consisting of the pair of Level 1.0 ALOS/PALSAR raw data scenes 
are introduced; second, the methods for parameter estimation 
used for focusing raw data are described. These include the 
determination of the order of real and imaginary parts of raw 
data geometrically and mathematically, the determination of 
the sign of chirp rate in range, the estimation of the Doppler 
centroid and Doppler rate, and the estimation of the effective 
velocities of the sensor, the near range distance, and squint 
angle at the reference range. Additionally the forward accel-
erations and displacement rate in LOS direction are estimated. 
Third, the description of an experiment and subsequent analy-
sis of the accuracy of SLCs, DEMs and dual-pass differential 
unwrapped phase maps created using these estimated param-
eters is provided. Finally, the conclusions are presented.

Study Data
The data used in this study include two scenes of ALOS/PAL-
SAR HV-polarized raw data captured on 14 July 2007, and 29 
August 2007, respectively (46 day repeat time). The data size 
is 5,152(in range) × 35,421(in azimuth). The primary study 
site is located in the town of Lushuihe, Jielin Province, China. 
The first scene is referred to as “070714,” and the second as 
“070826”. Table 1 summarizes the parameters used in this 
study and corresponding to the chosen scenes. 

Methods
In this section, the methods for parameter estimation, re-
quired for raw data focusing are introduced. First, we propose 
a method for determination of the order of real and imaginary 

Figure 1. Flowchart for estimation of Parameters for Raw Data Focusing. The order of real and imaginary parts of raw data is de-
termined after azimuth inverse fast Fourier transform (ifft) and before determination of the sign of chirp rate in range. The forward 
effective velocities, the forward acceleration and the displacement in los direction are extracted based on the Doppler centroids and 
Doppler rates that are estimated from the data after azimuth fast Fourier transform (fft) transformation.
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parts of raw data. Subsequently, we propose a method for de-
termination of the sign of the chirp rate. Finally, the Doppler 
centroids and Doppler rates are estimated using the “mini-
mum entropy via subspace autofocus (MESA)” method (Cao 
et al., 2010). This is followed by estimation of the effective 
velocities of the sensor, the near range distance, the squint 
angle, and the estimation of the forward acceleration and dis-
placement rate in LOS direction. Figure 1 shows the flowchart 
for parameter estimation.

Determination of the Order of Real and Imaginary Parts of Raw Data
A simple geometrical description of a side-looking SAR 
imaging system is shown in Figure 2. The platform moves 
along the x-axis in the azimuth direction with velocity v. 
P(RB,X) is an illuminated point on the ground. RB represents 
the distance of closest approach with respect to the x-axis. X 
represents the x coordinate of the illuminated point. Ro is the 
distance from P to the sensor. vtm represents the x coordinate 
of the sensor position at azimuth time tm. 

Assume that the radar emits chirp pulses, and the echo sig-
nal received from a point target can be expressed by (Zhang et 
al., 2013):
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where t̂ is the fast time; c is the light speed; Wr(·) and Wa(·) 
represent the range and azimuth envelopes, respectively; λ is 

the wavelength; kr is the chirp rate; R t R X vtm B m( ) = + −2 2( ) , 

where, as stated above, RB is the range from the Doppler 
centroid point to sensor; tm is the azimuth time, vtm is the x 
coordinate of the sensor position, and X is the x coordinate 
of the illuminated point target. When the squint angle of 
radar antenna radiation is 0° (the Doppler centroid is zero), 

the range distance of R(tm) can be written as R(tm) =
vt
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In these equations β represents the squint angle of the LOS 
with respect to the line perpendicular to the nominal trajecto-
ry and ka the azimuth Doppler rate. Following the application 
of a range Fourier transform, the echo signal in the range-
Doppler domain can be presented as:
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where fr is the range frequency. Similarly, after applying the 
azimuth Fourier transform, the echo signal in the range-azi-
muth frequency domain may be expressed as:
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where fa is azimuth frequency. Thus, we can employ the follow-
ing matched filters in order to adequately focus the raw data: 

	
sref t j k tr r

ˆ exp ˆ( ) = −( )π 2

	 (6)

	 srefa(tm;RB) = ar(tm)exp(–jπkat2
m)	 (7)

where Equations 6 and 7 are the range and azimuth matched 
filters, respectively. Now, suppose the signal represented in 
Equation 1 can be written as a complex number:
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with the phase of s(t̂ ,tm) given as ϕ(.) = atan(b/a). If the real 
and imaginary parts are then inverted, the signal from a point 
target may be written as a new complex number:
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The phase of s′(t̂ ,tm)  is then ϕ′(.) = atan(b/a) = π/2 – ϕ(.). Thus:
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where * is the complex conjugate notation. Equation 10 can 

Table 1. Parameters of Two Scenes of alos/palsar Level 1.0 Raw Data

Parameter Name Value (Scene = 070714) Value (Scene = 070826)

Near-Range Distance 848,815 m 848,665 m

Range Sampling Rate 16000000 s-1 16000000 s-1

Carrier Wave  
Frequency

1.27 x109 Hz 1.27 x109 Hz

Chirp Rate (–)5.18519 ×1011Hz∙s-1 (–)5.18519 ×1011 Hz∙s-1

Antenna Length 8.9 m 8.9 m

Platform Velocity ~7,592 m∙s-1 ~7,593 m∙s-1

Pulse Repetition 
Frequency

2159.827 Hz 2159.827 Hz

Doppler Rate ‒540.70 Hz∙s-1 ‒511.61 Hz∙s-1

Squint Angle ~0.162° ~0.095°
Figure 2. Geometry of side-looking-mode SAR imaging
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then be rewritten as shown in Equations 11 and 12 follow-
ing the application of range and azimuth Fourier transforms, 
respectively:
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If we now compare Equations 5 and 12, we can deduct that 
the chirp rate of the new complex number can be defined as: 

	 k ′r = –kr	 (13)

and the Doppler rate of the new complex number is: 

	

2 2 2ν β
λ
⋅ ( )cos

RB 	
(14)

We can further simplify this expression as when the squint 
angle β is very small, such as in this study, the Doppler rate 
approximately reduces to:

	 k ′a = –ka ≈ 
2 2ν
λRB

.	 (15)

Contrary to the typical processing algorithms we require 
an image sourced from opposite matched filters both in range 
and azimuth as shown by Equations 16 and 17. 

	 srefr(t̂ ) = exp–jπ(–kr)t̂ 2)	 (16)

	 srefa(tm;RB) = ar(tm)exp(–jπ(–ka)t̂ 2
m)	 (17)

The generated chirp in the SAR system can display signal 
characteristics of frequency increases (“up-chirp”) or de-
creases (“down-chirp”) as a function of time, thus it is hard 
to directly determine the sign of chirp rate. However, the 
Doppler rate should always be negative, as shown in Equation 
3. As a consequence, the following criterion may be employed 
to determine the order of real and imaginary parts of raw data:

	 1.	 By obtaining a correctly focused image using Equations 
7 and 6, or using Equations 7 and 16, the order of real 
and imaginary parts is normal. Hence, the real part is 
stored before the imaginary. 

	 2.	 By obtaining a correctly focused image using Equations 
17 and 6, or using Equations 17 and 16, the order of the 
real and imaginary parts is inverted. Hence, the real 
part is stored after the imaginary part.

For example, the four permutations of chirp rates (Hz∙s-1) 

and Doppler rates (Hz∙s-1), (5.18519 × 1011, 
2 2ν
λRB

),  

(–5.18519 × 1011, 
2 2ν
λRB

), (5.18519 × 1011, 
2 2ν
λRB

), and 

(–5.18519 × 1011, 
2 2ν
λRB

), were used to define the range 

and azimuth matched filters, respectively. The focused 
results are shown in Figure 3a through 3d. 

In Figure 3, the only correctly focused image is the one 
shown in (3d). In this image, the chirp rate –5.18519 x1011 
Hz∙s-1  and Doppler rate –2ν2/(λRB) (Hz∙s-1) were employed to 
define range and azimuth matched filters, respectively. Ac-
cording to the above criterion for determining the order of 
real and imaginary parts, we can draw conclusions that the 
real and imaginary parts are normal, specifically that the real 
part is stored in order before the imaginary part.

If the positions of the real and imaginary parts of raw data 
were artificially exchanged, the results focused using the 
same range and azimuth matched filters as used for Figure 
3a through 3d will produce images as shown in Figure 4a 
through 4d. In Figure 4, the image depicted in (4a) is the only 
one to be correctly focused, this is for the scenario where a 
chirp rate of 5.18519 x1011 Hz∙s-1 and Doppler rate of

 

2ν2/(λRB) 
(Hz∙s-1) (Hz∙s-1) were employed to define the range and azimuth 
matched filters, respectively. The above criterion is again suc-
cessful in determining the order of real and imaginary parts. 

Note that, the initial velocities listed in Table 1 are approxi-
mately 300 m∙s-1 away from the accurate effective velocities, 
representing a 6 percent difference, but are able to be employed 
for obtaining discernible SLC data, as shown in Figures 3 and 4. 
The accurate effective velocities values will be estimated later.

Determination of the Sign of Chirp Rate in Range
After analysis of the raw data and determining the order of 
real and imaginary parts, the sign of chirp rate in the range 
direction may then be determined from the correctly foc-
used SLC images. In Figure 3, the real and imaginary parts 
of the raw data are in the correct order, with (3d) being the 
only image correctly focused, corresponding to a chirp rate of 
–518519 ×106 Hz∙s-1 and Doppler rate of – 2ν2/(λRB) (Hz∙s-1)  
(Hz∙s-1). Therefore, the chirp rate of the raw data must be 
–5.18519 ×1011 Hz∙s-1. The pulses generated in the ALOS/PAL-
SAR system are therefore “down-chirped” pulses showing a 
frequency decrease with time.

Estimation of the Doppler Centroid and Doppler Rate
In SAR signal processing, high azimuth resolution may be 
obtained by coherently processing the Doppler histories of the 
return signal. This procedure is called azimuth compression, 
in which several important parameters such as the Doppler 
centroid and Doppler frequency rate are required (Cao et al., 
2010). These may be estimated from raw data. Estimation of 
Doppler centroid and Doppler frequency rate are traditionally 
called clutter-lock and autofocus, respectively.

In SAR systems, the azimuth data are acquired in a sampled 
fashion, with the sampling rate given by the pulse repetition 
frequency (PRF). Because of the spectral repetition of the sam-
pled data, the Doppler centroid estimate is usually observed 
in two parts: the baseband Doppler centroid (expressed as a 
fraction of the PRF) and the Doppler ambiguity (expressed as 
an integer multiple of the PRF). Several clutter-lock techniques 
have been proposed so far. Some examples are energy balanc-
ing (∆E), correlation Doppler estimator (CDE), sign Doppler 
estimator (SDE) (Madsen, 1989), and maximum-likelihood esti-
mation (MLE) (Jin, 1986).The performances of these algorithms 
are compared in BaMLEr, (1991) and Yu and Zhu, (1997). 
These form the baseband algorithms that were incapable of 
resolving Doppler ambiguity and do not work well if partially 
exposed strong targets exist in the raw data. Such raw data 
can be obtained from scenes which feature high-contrast such 
as urban and coastal areas. To resolve the Doppler ambiguity, 
some Doppler ambiguity resolvers (DARs) are proposed, such 
as multi-look cross-correlation (MLCC) and multi-look beat 
frequency (MLBF) (Wong and Cumming,1996), the range look 
correlation technique (Cumming, 1986), and the wavelength 
diversity algorithm (WDA) (BaMLEr and Runge, 1991). The 
range looking correlation technique estimates the Doppler 
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Figure 3. The focused results of the original raw data using four possible permutations of chirp rates (Hz∙s-1) and Doppler rates

(Hz∙s-1): (a) (5.18519 x1011, 2 2ν
λRB

), (b) (-5.18519 x1011, 2 2ν
λRB

), (c) (5.18519 x1011, –
2 2ν
λRB

), and (d) (-5.18519 x1011, –
2 2ν
λRB

).

Figure 4. The focused results of the original raw data using four possible permutations of chirp rates (Hz∙s-1) and Doppler rates 

(Hz∙s-1): (a) (5.18519 x1011, 
2 2ν
λRB

), (b) (-5.18519 x1011, 
2 2ν
λRB

), (c) (5.18519 x1011, –
2 2ν
λRB

), and (d) (-5.18519 x1011, –
2 2ν
λRB

).

ambiguity only, and as this lacks sensitivity, its reliability is 
not guaranteed for all cases. WDA and MLCC-MLBF can estimate 
the Doppler centroid and can resolve the Doppler ambiguity, 
which was further improved by (Cumming and Li, 2007). WDA 
works best in the low-contrast scenes. MLCC-MLBF seems to be 
the best algorithm so far that estimates both the Doppler cen-
troid and the Doppler ambiguity. However, its computational 
load is somewhat high, as it requires fast Fourier and inverse 

fast Fourier transforms to generate multi-looked range-com-
pressed data. Kong et al. (2005) proposed an ambiguity-free 
algorithm to estimate both the Doppler centroid and the Dop-
pler ambiguity number. The method utilizes the range walk 
response of targets induced by the squinted beam and does 
not use the signal power spectra. The ambiguity problem is 
hence not introduced. It requires no Fourier transform and is 
performed in a down-sampled range-compressed domain. 
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The Doppler centroid fdc may be expressed as:

	
f

v
dc =

∗2 sinβ
λ 	

(18)

According to Equation 18, the Doppler centroid fdc at the 
reference range is ~180 Hz, while the Doppler bandwidth Ba 
is ~1653.9 Hz with PRF of 2159.827 Hz, thus there is no Dop-
pler ambiguity, and we only require estimates of the baseband 
Doppler centroid. The sign Doppler estimator (SDE) (Madsen, 
1989) is very simple to implement within the processing of 
SAR data, particularly ALOS/PALSAR, so it was employed to es-
timate the Doppler centroid. The estimated Doppler centroids 
of “070714” are shown in Figure 5, varying as a function of 
range from 85 to 121 Hz. The Doppler centroid at the refer-
ence range is 102.95 Hz. 

The Doppler rate is another factor that can affect the qual-
ity of the focused SLC image. There are many “autofocus” 
methods for estimation of the Doppler rate from the received 
data, such as map drift (MD) (Calloway and Donohoe, 1994), 
coherent MD (Samczynski and Kulpa, 2010), phase gradient 
autofocus (Wahl et al., 1994), contrast optimization (Berizzi 
et al., 2002), and shift-and-correlation (SAC) (Dall, 1991). The 
original SAC algorithm is proposed for the stripmap imag-
ing mode, and improved by (Wu et al., 2013) for estimating 
the Doppler rate of the spotlight SAR. However, algorithms 
are implicitly based on the assumption of the availability of 
well-isolated dominant scatterers and estimating the phase 
errors by selecting several range bins with little cross-terms 
effect. This cannot work effectively in most practical cases. 
A recently proposed autofocus method, is called “minimum 
entropy via subspace autofocus (MESA),” which has several 
advantages over the conventional methods (Cao et al., 2010). 
These advantages are as follows: first the MESA is applicable 
to all range bins. The MESA does not need to select the range 
bins containing well-isolated dominant scatterers. Second, 
the MESA estimates the phase errors via a signal subspace so 
as to reduce the search dimensions greatly. Third, the MESA 
is robust, which can be ensured through the optimization 
method based on minimum entropy. The MESA method was 

employed to estimate Doppler rate at the reference range. The 
estimated Doppler rate of “070714” at the reference range is 
found to be ‒499.93 Hz∙s-1, against the initial Doppler rate, 
‒559.55 Hz∙s-1, calculated by substituting the initial velocity of 
approximately 7592 m∙s-1, into  Equation14.

Estimation of the Forward Effective Velocities of the Sensor, the Near Range, and 
the Squint Angle 
Following the identification of estimates representing Doppler 
centroids and Doppler rates, the form of Equation 15 suggests 
that either the forward effective velocities or the near range dis-
tance may be estimated. In this study, the near range distance is 
thought much more accurate than the velocity values, thus we 
concentrate solely on estimating the forward effective velocity. 

Forward effective velocities at each point in time during 
data acquisition may be estimated in the following way. For 
the sake of gradually introducing the concept, here we will 
only describe the estimation of the forward effective veloci-
ties at the centre time of data acquisition. The method is 
described as follows.

First, the instantaneous Doppler centroids and Doppler 
rates at the center time are estimated. Doppler centroids and 
Doppler rates vary both in azimuth time and in range time; 
the variable cannot be neglected when the azimuth time is 
long. Thus, several azimuth lines around the center time need 
to be extracted and split in range direction to form several 
patches. In general, about one-tenth range lines of the syn-
thetic aperture are enough for adequate velocity estimation. 
In this study, 1,024 range lines around the center time are 
extracted and split into 40 patches in range direction. Based 
on the 40 extracted range patches, the Doppler centroid and 
Doppler rate of each patch are estimated. These Doppler 
centroids and Doppler rates may then be considered Doppler 
centroids and Doppler rates of different range distances at the 
centre time. These Doppler centroids and Doppler rates vary 
with respect to range.

Second, the effective velocities are calculated using Equa-
tion 19. The estimated velocities for the first scene, “070714,” 
are shown in Figure 6a, including correctly and incorrectly 
estimated velocities. The incorrectly estimated velocities are 

defined as those with values 
much smaller than the mean 
of all estimated velocities. The 
velocity is defined as the value 
below where the Rref is the middle 
range distance of each patch:

	
ν λ λ= ( ) − ( )f k Rdc a ref/ /2 2

2

	
(19)

Third, the incorrectly estimat-
ed velocities are resampled using 
the mean value of the correctly 
estimated neighboring velocities.

Finally, the effective velocity 
for each range bin is obtained 
using polynomial curve fitting of 
correctly estimated and inter-
polated velocities. In this study, 
a straight line is used to fit the 
effective velocity for each range 
bin, as shown by the straight line 
in Figure 6a. The fitted effective 
velocities are referred to as “esti-
mated effective velocities,” with 
values varying from 7,271.7 m∙s-1  
in the near range to 7,094.6 m∙s-1 
in the far range.Figure 5. Doppler centroids estimated by the SDE algorithm, varying in the range of 85-120 Hz.
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As a comparison, effective velocities were 
also calculated from the GPS-determined orbits 
using GMTSAR (Sandwell et al., 2011) software. 
These effective velocities are seen to vary from 
7,174.9 m∙s-1 in the near range to 7,167.6 m∙s-1 
in the far range, as evident in Figure 6b. Na-
kamura et al. (2007) shows that the GPS-deter-
mined orbits of ALOS-PALSAR are within −30 cm 
±30 cm of the absolute evaluation determined 
by Satellite Laser Ranging (SLR) data. These 
GPS-determined effective velocities are referred 
to as “accurate effective velocities.” After sev-
eral experiments, we found the estimated effec-
tive velocity located in the middle range to be 
more accurate relative to the accurate velocity 
than comparison using velocities located in ei-
ther the near or far range. The estimated veloc-
ity using the presented method at the middle 
range was 7,174.0 m∙s-1, with a difference of 
2.7 m∙s-1 from the GPS-determined velocity of 
7,171.3 m∙s-1 recorded at the same location; see 
Table 2. However, the differences between the 
velocities calculated using the GPS-determined 
orbit data and the presented method at the 
near range and far range are 96.8 m∙s-1 and 
-73.0 m∙s-1, respectively, which clearly assume 
minimal data correlation. Therefore, as a result 
of the similarities expressed when using the 
middle range for both methods, we propose 
the use of the estimated velocity correspond-
ing to this location, 7,174.0 m∙s-1, as a direct 
substitute for the GPS-determined effective 
velocities typically used for raw data focus-
ing. However, to investigate the errors associ-
ated with the estimated velocities, at all range 
distances in this study the estimated velocities 
are artificially set to a default value of 7,177 
m∙s-1, a marginally higher value than both the 
maximum GPS-determined effective velocity 
and the estimated velocity of the middle range 
found using the presented method, as shown 
in Figure 6b. As of now, all of the parameters 
needed for raw data focusing and generation of 
DEM and two pass differential phase maps are 
ready. However, we will continue to discuss 
the estimation of the other parameters that will 
not be used for raw data focusing and genera-
tion of DEM and two pass differential phase 
maps. Readers may reference it as needed.

For airborne SAR processing, the accurate 
near range distance may be more difficult to 
determine than the velocity. If the velocity is 
given, the near range distance can be estimat-
ed using Equation 21.

	
R

f

kref
dc

a

=
( ) −2 2 2

2 2λ ν
λ
/

	
(21)

After sensor velocity estimation is estab-
lished the squint angle can be calculated using 
Equation 22; the result associated with the data 
used in this study was recorded at 0.0970 degrees:

	
β

λ
= arcsin( )

f
v
dc

2 	
(22)

Estimation of the Forward Acceleration and Displacement Rate in LOS Direction
Short-period orbit errors associated with forward acceleration 
and displacement are typically less significant for spaceborne 

platforms than those associated with airborne studies. This is a 
result of their general orbiting locations well above the Earth’s 
atmosphere. Regardless, the altitudes of spaceborne platforms 
do vary over time. The altitude may vary over the scale of a 
few hundred meters, while the forward velocity may vary on 
the scale of tens of meters in a scene of ALOS/PALSAR image.

The forward acceleration and displacement rate in LOS 
direction were estimated by using our previously proposed 
Xing method first introduced by Xing et al. (2009). For the 

Figure 6. The estimated and accurate effective velocities: (a) estimated veloci-
ties by the proposed method; the properly estimated velocities are shown as 
“*”, the incorrectly estimated velocities are shown as “o”, and the resampled 
(interpolated) velocities are shown as “square”, and (b) velocities employed 
for focusing (Dashed line) and accurate effective velocities calculated from gps-
determined orbits (Solid line).

Table 2. Velocities Estimated by the Proposed Method and  
Those Calculated from gps-determined Orbits

Parameter  
name

Values estimated  
by Xing’s  
method

Values from the 
GPS-determined 

orbits

Difference between 
the GPS-determined 

orbits and Xing’s 
method

Forward effective 
velocity

7,174.0m∙s-1 7,171.3 m∙s-1 2.7m∙s-1

Forward acceleration 0.011 m∙s-2 0.005 m∙s-2 0.006 m∙s-2

Displacement  
rate

8.186 m∙s-1 5.543 m∙s-1 3.656 m∙s-1
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Xing method the forward acceleration at the centre time of 
data acquisition was recorded as 0.011 m∙s-2, while for the GPS 
determined orbits an acceleration of 0.005 m∙s-2 was recorded. 
This represents a difference of 0.006 m∙s-2 in forward accel-
eration. For displacement rate the Xing method produces a 
value of 8.186 m∙s-1 with the GPS determined orbits producing 
a value of 5.543 m∙s-1. This represents a displacement rate dif-
ference of 3.656 m∙s-1. These data are shown in table 2.

The methods for estimation of forward acceleration and 
displacement rate without the use of GPS orbit data, as shown 
here, may prove very helpful for providing motion compen-
sation data associated with airborne SAR systems. Due to the 
stability, SAR integration length, and image resolution, its 
relative use with spaceborne systems such as ALOS-PALSAR to 
implement motion compensation is less important than that 
of airborne SAR systems (Xing et al., 2009; Cao et al., 2010). 
As a consequence of this understanding, motion compensa-
tion based on forward acceleration and displacement rate 
were not included in the following experiments regarding the 
use of spaceborne data. The level of accuracy shown in the 
following experiments also suggests that it is not necessary to 
implement motion compensation for spaceborne systems.

Experiments
As part of the analysis, the pair of raw data scenes used in this 
study were focused using the estimated parameters obtained 
using the proposed methods (the processing steps are shown 
visually in the flow diagram of Figure 1). First, the order of 
real and imaginary parts of raw data was determined. The or-
der of the real part and imaginary part was found to be normal 
for the scenes of concern with the real part stored before the 
imaginary part. Second, the sign of chirp rate in range was 
determined. The chirp rate was shown to be –5.18519 ×1011 

Hz∙s-1 with the pulses generated in the ALOS/PALSAR system 

acknowledged as “down-chirped” pulses. Third, the forward 
effective velocities and the squint angle of the LOS at the refer-
ence range were calculated using the Doppler centroids and 
Doppler rates, following from the Doppler centroid and Dop-
pler rate determination. The estimated velocities at all range 
distances were then reset to 7,177 m∙s-1, a little higher than the 
estimated velocity corresponding to the middle range of 7,174 
m∙s-1, as shown in Figure 6b. Finally, the same effective veloc-
ity, 7,177 m∙s-1, was used to focus both scenes of raw data. 
The pair of SLC images focused using accurate GPS determined 
velocities and using the estimated velocities determined from 
the raw data are shown in Figure 7 a and 7b, respectively.

On visual inspection, it is difficult to distinguish between 
the pair of SLCs in Figure 7a from those of Figure 7b. In order 
to investigate more closely we compared the coherence maps 
(shown in Figure 8), DEMs (shown in Figure 9), and differen-
tial unwrapped phase maps (shown in Figure 10). These extra 
data sets were created from the interferometric analysis of 
these two pairs of SLC images.

Note that a high-precision baseline is very important for 
the generation of our DEMs and differential unwrapped phase 
maps in the absence of accurate orbit data. We refined the 
baseline using the revised ROI_PAC (Buckley, 2002; Rosen, 
2004) after the ALOS default baseline value of 500 m was given. 
In the following analysis, the absolute difference is defined 
as the difference between the measured value and the actual 
value. Relative difference is defined as the ratio of the absolute 
error of the measurement to the accepted measurement. 

Discussion
Figure 8e shows that approximately 95 percent of the coher-
ence values in both coherence maps possess values of over 
0.1, with ~30 percent showing values above 0.5. This data 
distribution indicates a good level of coherence between SLC 

Figure 7. slc images focused from a pair of raw data: (a) presents the magnitude of the pair of slc images focused 
using accurate velocities, and (b) presents the magnitude of the pair of slc images focused using estimated velocities.

670	 J u l y  2014 	 PHOTOGRAMMETRIC ENGINEERING & REMOTE SENSING



pairs focused using both the accurate and estimated veloci-
ties. The similarity in trends seen visually and statistically in 
Figure 8 is representative of the effectiveness of the use of es-
timated velocities within the focusing process. Figure 8 f also 
shows that ~93 percent of the coherence difference values are 
within ±0.06. At the higher relative difference values bound 
of ±0.1 this percentage increases to 98.7 percent. Figure 8g 
shows that ~91.4 percent of the relative difference values are 
within ±0.2, representing 20 percent difference. At the higher 
relative difference values bound of ±1, i.e., 100 percent dif-
ference, this percentage increases to 99.8 percent. The visual 
and statistical similarities highlight how the two independent 
focusing methods produce extremely similar coherence maps.

Figure 9e shows that ~92 percent of the absolute heights of 
each pixel published in the DEM that have been created from 
the pair of SLC images focused using the estimated velocities 
are within ±1 m of the absolute heights determined using the 
accurate velocity method. At the higher error bound of ±5 m 
this percentage increases to 99.9 percent. Further analysis of 
this data Figure 9f suggests that approximately 93 percent of 
the DEM values are located within 2 percent of the accurate 
velocity DEM derivations. At the higher relative difference 
values bound of ±10 percent this percentage increases to 99.9 
percent. The low DEM relative difference values are another 
clear indicator of the effectiveness of the focusing method 
presented in the absence of accurate GPS derived velocities.

Figure 10e shows that about 95 percent of the differential 

unwrapped phase values of each pixel created from the pair of 
SLC images after being focused using estimated velocities are 
within ±0.002 radians of the accurate velocity equivalent. This 
implies that 95 percent of phases have an error of less than 
0.04 mm displacement change in LOS direction. At the differ-
ence values bound of ±0.1 radians these bounds encompass 
99.8 percent of differential unwrapped pixel phases. This low 
phase error will not affect ALOS interferometry that has the 
capability to measure centimeter-scale changes in deformation 
(Sandwell, 2008). Besides, Figure 10f shows that about 93 per-
cent of the relative difference values are within ±0.2. At the 
higher relative difference values bound of ±1 this percentage 
increases to 99.1 percent. If we now compare Figure 10a and 
10d, we can deduct that the areas with high relative difference 
are along zero deformation, and are not concerns of interfer-
ometry. As a consequence, the presented focusing method in 
the absence of accurate GPS-derived velocities may serve as an 
alternative method for deformation monitoring although many 
relative difference values appear slightly high.

Conclusions
In this study, a novel method for determining the order of real 
and imaginary parts of raw data, and the sign of chirp rate are 
proposed. The forward effective velocities of the sensor, near 
range distance, squint angle of LOS, forward acceleration of 
the sensor and sensor displacement rate in LOS direction in 

Figure 8. Coherence maps of the two pairs of slc images: (a) and (b) are the coherence maps of the two pairs of slc images focused 
using accurate gps-determined velocities and using estimated velocities, respectively; (c) is a difference map between coherence 
maps created from accurate gps-derived velocities and estimated velocities; (d) is a relative difference map between coherence 
maps created from accurate velocities and estimated velocities; (e) is accumulative percentage and frequency distribution chart; (f) 
is accumulative percentage and frequency distribution chart of coherence difference map; and (g) is accumulative percentage and 
frequency distribution chart of coherence relative difference map.
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the absence of accurate orbit data are then extracted. The ac-
curacy of these estimated parameters is compared with those 
produced using accurate orbit data associated with SAR scenes 
acquired by ALOS-PALSAR L-Band SAR. The comparison, based 
on multi-levels, includes analysis of SLCs, coherence maps, 
DEMs, and dual-pass differential unwrapped phase maps. The 
comparative analysis shows that the correlation coefficient be-
tween the coherence maps created using accurate parameters 
and estimated parameters is 0.99, indicating that when using 
interferometric methods the two raw data focusing methods 
are almost inseparable. This has positive connotations for DEM 
generation and forest height estimation among other practical 
and environmental applications where metadata, as accurate 
as that provided for ALOS-PALSAR, is not available. For the 
DEMs, about 92 percent of the absolute height differences of 
each pixel between the two DEMs formed using different raw 
data focusing techniques are within ±1m with 99.9 percent 
contained within the limit of ±5m. For the absolute phase 
values approximately 95 percent of the absolute phase dif-
ferences of each pixel between the unwrapped phase maps 
associated with the two focusing methods are within ±0.002 
radians rising to 99.8 percent within the limits of ±0.1 radians.

This level of accuracy suggests that it is acceptable to use 
the novel methods proposed in this study to create SLCs, DEMs 
and dual-pass differential phase maps. Producing parameters 
using the methods of this study will provide a helpful refer-
ence for the estimation of parameters associated with airborne 
SAR systems which do not possess high-accuracy INS and GPS.

Acknowledgments
The authors would like to acknowledge financial support from 
the National Key Technology R&D Program (2013BAC03B02; 
2012BAC19B04; 2012BAJ15B04), the Research Fund 
for the Doctoral Program of Higher Education of China 
(20130141130003), the open foundation of Key Laboratory of 
Precise Engineering & Industry Surveying of National Admin-
istration of Surveying, Mapping & Geoinformaton (PF2013-14), 
and the International Science and Technology Cooperation 
Project of China (2012DFA31290). The SAR raw data used in 
this study were provided by Guoqing Sun. The authors would 
like to thank many of our colleagues, and in particular Wenli 
Huang, and Wenjian Ni, for their valuable comments.
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accurate gps derived velocities and estimated velocities, respectively; (c) is a difference map between dems created from accurate 
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accumulative percentage and frequency distribution chart of dem relative difference map.
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