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Stability is one of the most fundamental properties of
solutions to differential equations and, for example,
can explain the presence of harmful vibrations. While
the stability type of fixed points and periodic orbits
can be assessed with standard tools, no general
and reliable method allows to conclude about the
stability of quasi-periodic orbits. Here, we overcome
this limitation and develop a novel and universal
method to rigorously assess the asymptotic stability
of quasi-periodic solutions to differential equations.
Furthermore, we develop an automated algorithm
for such stability investigations and demonstrate its
applicability on two explicit mechanical examples.

1. Introduction

It is of vital importance to assess the stability of computed
solutions to differential equations modelling physical
processes since their long-term behaviour is governed
by stable solutions. Such solutions include quasi-periodic
orbits, which have been observed in the cochlea excited
through sound waves (e.g. Karavitaki & Mountain [1]),
oxidation reactions (cf. Hauck & Schneider [2]) and in
many classical engineering applications such as brake
squeal (cf. Oberst & Lai [3]), fluid flows (cf. Walden
et al. [4]) and electric circuits (cf. Cumming & Linsay [5]).
Moreover, analyses dating back to the work of Laplace
and Lagrange show that the motions of our solar system’s
planets are quasi-periodic at first order (Laskar [6]).
While many computational tools (e.g. Chua & Ushida [7],
Dieci et al. [8] or Schilder et al. [9]) succeed to compute
quasi-periodic solutions to differential equations, their
stability, however, remains generally unclear.

The stability type of quasi-periodic solutions has been
assessed with direct numerical time integration. We refer
to Zounes & Rand [10] or the review by Kovacic et al.
[11] for stability investigations of the Mathieu equation
with a quasi-periodic stiffness term. For some initial
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time and initial conditions, the equations of variation are integrated and then the observed decay
or growths is linked to stability. The classical definition of asymptotic stability (cf. Verhulst [12] or
definition A.1 of appendix A), however, requires the knowledge of solutions for all initial times
and all initial conditions in a neighbourhood of the quasi-periodic solution for arbitrarily large
time intervals, i.e. an infinite number of integrated trajectories for infinite time spans. This task is
infeasible for a computer. Hence, the relevance of a selected number of trajectories over a finite
time span for asymptotic stability of quasi-periodic orbits is not immediate.

In the periodic case, linearizing along the periodic orbit yields the linear time-periodic
equations of variation. Thus, the eigenvalues of the monodromy matrix allow to conclude about
their stability type (e.g. Verhulst [12] or Teschl [13]). In this context, a theorem by Floquet
guarantees that the linear and time-periodic equations of variation can be transformed into a
linear system with constant coefficients. In the more general quasi-periodic case systems with
such a transformation, i.e. transforming the linear time-varying linearization into a linear system
with constant coefficients, are referred to as reducible. With such an envisioned transformation
at hand, stability investigations reduce to eigenvalue computations of a matrix with constant
coefficients. However, only special systems are known to be reducible. For example, if the
time-varying linearization has a point spectrum, then a result by Johnson & Sell [14] can
guarantee reducibility. However, to the best of our knowledge, it is generally unclear if a
given quasi-periodic linearization possesses a point spectrum. Alternatively, if the time-varying
terms are small, then a result by Jorba & Simé [15] can guarantee the reducibility of the quasi-
periodic linearization. In the general case, however, it is unfortunately unclear whether a given
quasi-periodic linearization is reducible.

Even if a linear quasi-periodic system is reducible, then the transformed system with
constant coefficients or at least its eigenvalues need to be computed. To this end, Jorba [16]
proposes a numerical algorithm by solving a generalized eigenvalue problem. Selecting several
Poincare sections, the arising non-autonomous Poincare map for each section is discretized
via a truncated Fourier series. Thereby, the generalized eigenvalue problem is approximated
by a finite-dimensional operator. Expanding the same generalized eigenvalues problem in
Fourier space, i.e. without introducing a Poincare section, one obtains a method referred to
as Hill’s method (cf. Lazarus & Thomas [17]). However, as Jorba [16] admits, the eigenvalues
of the discretized eigenvalue problem do not necessarily correspond to the eigenvalues of the
generalized eigenvalue problem. Hence, stability conclusions based on the discretized operator
are questionable. Already for periodic systems, there are examples where an application of Hill’s
method leads to wrong conclusions (cf. Krack & Gross [18]). Furthermore, the discretized operator
is a large matrix and computation of its eigenvalues can lead to a significant computational
burden (cf. Peletan ef al. [19] for an example from rotor dynamics).

Another strategy to assess the stability of quasi-periodic orbits with readily available
results from the periodic case was proposed by Zounes & Rand [10] or Sharma & Sinha
[20] considering the Mathieu equation with quasi-periodic time dependence and Guskov &
Thouverez [21] investigating a quasi-periodically driven Duffing oscillator. They approximate the
incommensurate frequency basis of the quasi-periodic orbit with a rational related one. Indeed,
every irrational fraction can be arbitrarily well approximated by integer fractions. The arising
system is periodic and hence stability analysis can be carried out via numerical computation of
the monodromy matrix. Unfortunately, the connection between the stability type of the periodic
approximation to the stability type of the quasi-periodic linearization remains unclear.

If the quasi-periodic orbit of interest is close to another orbit with known stability type, then its
stability can be accessed with perturbation methods such as the method of averaging (cf. Sanders
et al. [22]), the method of multiple time scales (cf. Nayfeh [23]) or normal forms (cf. Murdock
[24]). For example, Belhaq & Houssni [25] apply the method of averaging and then subsequently
a multiple time scales argument to assess the stability of a Duffing oscillator with parametric
and external excitation. Furthermore, Guennoun et al. [26] apply the method of multiple time
scales twice to investigate the stability of a Mathieu equation with quasi-periodic parametric
excitation. We also refer to Zounes & Rand [10] for a specific perturbation method to obtain curves
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separating stable and unstable parameter regions of the Mathieu equation with quasi-periodic
parametric excitation. Moreover, results on the persistence of invariant tori by Samoilenko [27] or
Haro & de la Llave [28] can guarantee that the stability of the quasi-periodic orbit is preserved
for small enough perturbations. Besides applying to specific systems only, the main drawback of
such perturbation approaches is their generally unknown domain of validity. It is restricted to a
small neighbourhood of the unperturbed limit. Whether the orbit of interest is contained within
this neighbourhood is generally unclear.

Technically, computing the largest Lyapunov exponent along a quasi-periodic orbit (cf.
Oseledec [29] or Pesin [30]) reveals the stability type of this solution. In a series of papers Benettin
et al. [31-33] subsequently develop an algorithm to compute the Lyapunov spectrum relying on
frequent renormalization and reorthogonalization. Moreover, Wolf et al. [34] propose a method
to compute Lyapunov exponents from a single time series. We also refer to Skokos [35] and
Pikovsky & Politi [36] for detailed remarks on Lyapunov exponents and their computation.
Additionally, the generalized Lyapunov type number introduced by Fenichel [37] can also be
related to stability. However, all these exponents are asymptotic quantities, i.e. they are defined
in the limit as the time approaches infinity. This limit cannot be realized on a computer (see also
a remark by Wiggins [38]). Indeed, Dieci ef al. [39] admit that determining a suitable truncation
time is nontrivial. Moreover, Benettin et al. [32] point out that numerical errors can accumulate
over the long integration times necessary to observe these asymptotic quantities.

Noticing the difficulties encountered when computing the largest Lyapunov exponent,
alternative indicators have been suggested to conclude about the sign of the largest Lyapunov
exponent. For example, Froeschlé ef al. [40] and Froeschlé & Lega [41] propose a series of fast
Lyapunov indicators, which they use to study a series of dynamical systems arising in celestial
mechanics. Moreover, Skokos [42] proposes an alignment index which has been subsequently
generalized by Skokos et al. [43] to capture more details about the geometry of the investigated
orbit. The aforementioned indicators show a trend as time goes to infinity from which one then
can conclude about the sign of the largest Lyapunov exponent. While these indicators can be more
efficient than computing the largest Lyapunov exponent (e.g. Manos et al. [44]), the fundamental
issue, i.e. the necessity to observe a trend as time goes to infinity, remains. In practice, these
computations are truncated at some finite time and it is generally unclear whether the observed
behaviour of an indicator is its asymptotic trend or a transient phenomenon.

Normal infinitesimal Lyapunov exponents (NILEs) defined by Haller & Sapsis [45], by
contrast, are instantaneous quantities, i.e. do not require an infinite time horizon as the Lyapunov
exponents. NILEs characterize instantaneous growth or decay of perturbations initiated into the
normal space of a manifold. If all the NILEs along the closure of a quasi-periodic solution indicate
an instantaneous decay, then the torus attracts nearby solutions and is exponentially stable. This
condition, however, is restrictive as it does not allow for any localized (in time or space) repulsion
of trajectories.

In a series of papers, Kaas-Petersen [46—48] introduces a new type of Poincare return map
to compute quasi-periodic orbits and assess their stability type. He relies on the fact, that
quasi-periodic orbits can be described by introducing phases defined on the standard torus
of appropriate dimension. The time evolution of these phases is dense on the torus. Thus,
starting from some initial phases, there will be infinitely many time instances such the phases are
arbitrarily close to their initial values. Selecting an appropriate set of such time instances, Kaas—
Petersen interpolates a return map for a time span such that the phases have exactly returned to
their initial values. By definition of quasi-periodicity, however, such an envisioned time does not
exist and hence the relevance of the interpolated mapping for the dynamical system is unclear.
Furthermore, the error due to interpolation remains unknown and as Schilder et al. [9] note the
algorithm suffers from a small divisor problem.

In summary, the numerical methods assessing stability of quasi-periodic orbits rely on
heuristic assumptions and lack a rigorous basis, while perturbation arguments are restricted to
specific systems and their domain of validity is generally unclear. Here, we propose a rigorous
and versatile method to assess whether a quasi-periodic orbit is asymptotically stable. Asymptotic
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stability (cf. appendix A definition A.1) is a fundamental characteristic of solutions to dissipative
systems. Similar to the periodic case (cf. Guckenheimer & Holmes [49]), our argument relies on
an iterated map. Discretizing this map over the torus appropriately and establishing an explicit
robustness estimate, we show that based on a finite number of trajectories integrated over a finite
time, we can conclude about asymptotic stability of a quasi-periodic orbit. Moreover, we provide
an explicit numerical implementation of our algorithm! and demonstrate its application to two
mechanical systems.

2. Set-up

We consider the linearization of a dynamical system along a quasi-periodic orbit given by
x=A(21t, 2t,...,2xH)x and x(fg) =x9, xeRV, (2.1)

where the matrix A(¢1, ¢z, . . ., ¢x) is 27 periodic and continuously differentiable in its arguments.
Its arguments ¢y are denoted as phases. Due to the periodicity each phase ¢y can be restricted
to take values between 0 and 27. Hence, the domain of the vector ¢ is the K-dimensional torus
TK = (R/(27))K :=[0,27) x [0,27) x - -- x [0,27). The initial condition is denoted by xo.

We collect the external forcing frequencies £2; in the vector £ :=[£21, 25, .. ., £2x]. Without loss
of generality, we assume that £ is incommensurate, i.e.

K
(e, 2)=> K2 #0, forallkeZX— {0}, (2.2)

k=1
holds. For the periodic case (K =1), the stability of the origin of system (2.1) can be assessed
through the eigenvalues of principal matrix solution at the time T =27/§2;. The underlying
argument is either based a theorem by Floquet (e.g. Teschl [13] or Verhulst [12]) or the Poincare
return map (e.g. Guckenheimer & Holmes [49]). These arguments, however, do not extend to the

quasi-periodic case (K > 1).

To numerically check whether the origin of system (2.1) is asymptotically stable (cf. definition
A.1in appendix A) one faces two challenges. First, asymptotic stability requires the knowledge of
trajectories as time approaches infinity, which cannot be observed numerically without additional
arguments. Furthermore, for asymptotic stability, trajectories need to decay for all initial times fg,
i.e. infinitely many initial time instances. Again, this cannot be observed numerically, since only
an invariably finite number of numerical computations can be carried out. To overcome the two
aforementioned challenges, we rely on the fact that the phases ¢(t) evolve inside the compact
K-dimensional torus TX.

3. Asymptotic stability of linear quasi-periodic systems

Asymptotic stability (cf. definition A.1) requires the solutions of the initial value problem of
equation (2.1). For each time instance ¢, the phases ¢(t) take values ¢(t) € TK. We denote the initial
angle by ¢(tp) = ¢, the difference between the time t and the initial time by t (i.e. t =t — tp) and
rewrite the initial value problem of equation (2.1) as

%x =x=A(R(t + t)))x=A(R7 + ¢g)x and x(r =0)=x(tr) =xo. (3.1)

For system (3.1), we introduce the solution map mapping initial conditions x¢ at the initial angle
¢ to their later position at time 7, i.e.

M (¢o): RN RN and  x(1) = [T7 (¢g)x0. (3.2)

The solution map I77(¢) is similar to the well-known principal solution matrix I'Itt0 mapping
initial conditions xg at the time instance t =ty initial conditions xg to their later position at time

I The automated MATLAB script QPSTAB is publicly available at github.com/tbreunung/QPstab.
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t (cf. Teschl [13]). The main difference is the domain of the initial time ¢y of Hfo compared with
dependence of IT%(¢() on the initial angle ¢;. While the domain of the initial angle ¢ is the
compact K-dimensional torus, the initial time ty for the principal matrix solution /7, fo takes values
from the non-compact real line.

The map (3.2) can be obtained by solving (e.g. numerically) equation (3.1) for finite times. Since
the map IT7(¢g) is prominent in our investigations, we clarify its meaning by relating 77 (¢) to
the normal spaces of the autonomous system equivalent to equation (2.1).

(a) Themap IT%(¢) and the normal spaces of the associated autonomous system

The autonomous equivalent to system (2.1) given by

d (x| _|Ald)x o N K _.
dt|:¢i|_|: P4 :| and y:=[x,¢]eRY x T" =P, (3.3)

where P denotes the phase space of system (3.3). Then, M :=0 x TX is an invariant manifold for
system (3.3). The vectors in the normal space Ny M for any phase space location y € M point
along the x-coordinates only. Thus, the orthogonal projection of any vector v based at y into the
normal space Ny M is given by

Iy 0

TNy = [ 0 0} € RNFOXNFR) = forally e M, (3.4)
where Iy denotes the identity matrix in RN*N. We denote the linearized flow map of the
autonomous dynamical system (3.3) by DFf(yj). Following Fenichel [37], we define the mapping

between normal spaces

N'(yo) : Ny, = Ny(),

t
n; = Iy, , DF'(yo)no = |:I(I)\] gi| DF'(yo) [ﬂ = |:H (?)O)Xoi| ,

which shows that the mapping (3.2) maps normal spaces along the invariant manifold M e P of
autonomous system (3.3). Thus, it reveals whether the perturbation xg into the normal space Ny
increases or decreases in time.

Remark 3.1 (Autonomous dynamical systems). In some applications, quasi-periodic motions
occur when an autonomous dynamical system is confined to a K-dimensional torus. If the
linearization along this torus can be written in the canonical form (3.3), then the developed
techniques can be applied to investigate normal stability of the torus, i.e. stability with respect
to perturbations into the normal space.

After providing a geometric picture of the map IT%(¢(), we assess its magnitude. To this end,
we denote the square root of the maximal and the minimal eigenvalue of the symmetric matrix
T (¢o)IT7 ($g)) " by pmax and pmin, i-e. we define

pmax(t, bo) =/ max]eigl 17 (o) (1T (¢)) 1] (3.5)

and

Prin(T, $0) := |/ min[eigl T ($)(IT* ($o) T 1. (3.6)

The quantity pmax denotes the maximal growths or minimal decay of initial conditions of
equation (3.1), while pmin denotes the minimal growths or maximal decay of initial conditions.
Hence, if pmax (7, @) is less than one for some 7 and ¢, then all initial conditions of system (3.1)
decay for the specific angle ¢ until the time 7. We would expect that if solutions to system (3.1)
decay for all initial angles, then the origin of system (2.1) is asymptotically stable. To formulate
this observation more precisely, we introduce the notation of a contractive cover:
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Definition 3.2 (Contractive cover). The origin of system (2.1) has a contractive cover, if for all
®o € TK, there exists some T(¢) < oo such that

Pmax(T((bO)r ¢O) < 1/ (37)

holds.

The following result clarifies the relationship between asymptotic stability of the origin of
system (2.1) and definition 3.2:

Theorem 3.3. Definition 3.2 is equivalent to asymptotic stability of the origin of system (2.1).
Proof. We detail the proof of the above theorem in appendix A. |

Compared to the classic definition of asymptotic stability, condition (3.7) does not require a
limit for infinite times and hence can be point-wise verified.

Remark 3.4. If a contractive cover exists, then in appendix A, we prove that
lim [|[IT(¢y)|| =0, forall ¢, TX, (3.8)
T—>00
holds. Together with equation (3.5), equation (3.8) shows that

t
tim Y (yo)mol
t—o00 [ng|

—0, YyyeM, npeNyM, (3.9)

holds. Hence, perturbations normal to the torus M in the extended phase space P decay
asymptotically, which is the justification of Fenichel’s interpretation of condition (3.9) as a stability
condition. However, we note that condition (3.9) does generally not imply asymptotic stability of
trajectories y(t; to, yo) € M in the extended phase space P. The reason is that perturbations to the
angle ¢, i.e. perturbations inside the tangent space of M, will not decay due to constant growth
of the phases in equation (3.3).

Remark 3.5 (Finite-time Lyapunov exponents). Taking the logarithm of pmax and dividing it
by t yields the largest finite-time Lyapunov exponent (FTLE). FTLEs are a diagnostics to explore
the phase space of general dynamical systems and are prominently applied in fluid dynamics (cf.
Haller [50]). Our theorem 3.3 can be rephrased in terms of FTLEs. If for every initial angle, there
exists a time instance such that the largest FTLE is negative, then the origin of system (2.1) is
asymptotically stable.

Remark 3.6 (NILEs). Compared with a stability criterion from Haller & Sapsis [45] based on
NILEs, we allow that trajectories of system (3.3) separate from M :=0 x TK for some times. We
only require that for some time instance T(¢) all normal perturbations are less than their initial
value, which is less restrictive.

Remark 3.7 (Hamiltonian systems). Hamiltonian systems cannot feature an asymptotically
stable origin and hence our developments do not apply to such systems. Indeed, Liouville’s
formula (e.g. Chicone [51]) implies that the determinant of the matrix IT7(¢g) is one. Thus, the
product of the eigenvalues of the matrix I7T%(¢)(IT (o) | is equal to one. Therefore, either the
magnitude of all these eigenvalues is equal to one or at least one eigenvalue is greater than one in
magnitude. Together, both cases imply pmax > 1 (cf. equation (3.5)), which contradicts condition
(3.7).

Condition (3.7) needs to hold for the K-dimensional torus. By introducing a Poincare section,
i.e. fixing a phase and selecting the time T in definition 3.2 to be an integer multiple of one of the
periods T; = 27/42;, we achieve a dimension reduction by one. Without loss of generality, we fix
¢1 =¢; and T =27/821, introduce the reduced phase ¢ € TX=1 and define a contractive trap:
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Definition 3.8 (Contractive trap). There exists a contractive trap for the origin of system (2.1), if
for some ¢} €[0,27] and all ¢ € TX-1 there exists some integer N = N(¢7, ¢() < oo such that

2w

pmax(NT, [6], §o)) <1, Ti=5-, (310)
1

holds.

We state the relationship between an contractive trap and asymptotic stability of the origin of
system (2.1) in the following lemma:

Lemma 3.9. Definition 3.8 is equivalent to asymptotic stability of the origin of system (2.1).

Proof. In appendix B, we proof that the definitions 3.2 and 3.8 are equivalent for the origin of
system (2.1). Then, by the virtue of theorem 3.3 the existence of a contractive trap is equivalent to
asymptotic stability of the origin of system (2.1). |

The main difference between conditions (3.7) and (3.10) is that condition (3.10) needs to be
verified on a lower dimensional torus. Thus, to verify condition (3.10) numerically, we need to
sample a lower dimensional torus compared with verification of condition (3.7).

Whether condition (3.7) or (3.10) are satisfied for some ¢, can be verified e.g. numerically.
However, definition 3.2 requires equation (3.7) to hold for all initial angles on the K-dimensional
torus TK. Similarly, condition (3.10) needs to hold for all &50 inside TK=1. Both domains, however,
contain infinitely many points. Hence, a numerical verification procedure of definition 3.2,
respectively, definition 3.8, is not complete yet.

Intuitively, one would expect that if condition (3.7) holds for some ¢, then points in the
immediate vicinity of ¢, satisfy equation (3.7) as well. More specifically, we anticipate that if
the two initial angles ¢, and ¢’ are close, then the difference between pmax(t, ¢¢) and pmax(t, ¢')
is small. To precisely asses the robustness of pmax (7, ¢y), we measure the difference between the
phases ¢ and ¢’ in the infinity norm, i.e.

¢ —'loc = max ¢ - ol (3.11)

Moreover, we denote the following upper bound on partial derivatives of the matrix A

K

3 a%kA("’)

k=1

Ca = sup
$eTK

, (3.12)

which is finite, since A(¢) is continuously differentiable by assumption. Moreover, we introduce
the function

T(#o) Pmax("—'/ ¢0)

1(T(go). do):= Jo Pmin(T, ¢0) (3.13)

With the notation (3.12) and (3.13) we state an explicit robustness estimate of the quantity
pmax(T (@), $g) with respect to the initial angle ¢y.

Lemma 3.10 (Robustness). For any real number a greater than one, all ¢y € TX and all ¢' € TX
satisfying

’ In(a)
e e 3.14
B0 ¥l = 500, 900 .
the upper bound
Pmax(T(ho), 8") < apmax(T(ho), o), (3.15)

holds.
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Proof. We obtain the above robustness estimate by applying the variation of constants formula
and Gronwall’s inequality (cf. Teschl [13]). The details leading to equations (3.14) and (3.15) are
formulated in appendix C. u

Definitions 3.2 or 3.8 together with the equivalence stated in theorem 3.3 and the explicit
robustness estimate stated in lemma 3.10 enables us to assess the stability of the origin of system
(2.1) numerically. Due to the equivalence of asymptotic stability and the existence of a contractive
cover or trap established in theorem 3.3, respectively, lemma 3.9, verifying condition (3.7) or
(3.10) is sufficient to conclude about asymptotic stability. Whereas asymptotic stability needs to
be checked for all initial times ty on the non-compact real line and also requires an infinite time
horizon, conditions (3.7) and (3.10) need to hold only for finite times and the initial angles take
values from the compact domain TX, respectively TK-1, Sampling the bounded domain dense
enough and checking whether condition (3.7) is satisfied for some time 7, we accomplish the first
step in our stability investigation. To complete our argument, we make use of the robustness
estimate lemma 3.10 to show that we have sampled either the torus TX or the trap TK~! dense
enough such that equation (3.7) or (3.10) holds for every initial angle.

4. Numerical stability investigations

In the following, we use the results of §3 to assess the stability of the origin of system (2.1). First,
we describe our implemented algorithm and subsequently proceed with applying it to specific
examples.

(@) Implementation

Following common practice in physics, engineering and applied mathematics (e.g. Dieci ef al. [39],
Sharma & Sinha [20]), we assume that system (2.1) can be numerically integrated with arbitrary
precision.2 Picking some initial angle ¢, we obtain IT%(¢() by numerical integration of

ST @) =A@T + )T (@) and 11°(0) =1, @

and monitor the quantity pmax(t, @¢) (cf. definition (3.6)). If pmax(7, ¢) is below one for some time
instance 7 = T(¢;), we use the robustness estimate 3.10 to obtain a neighbourhood of the initial
angle ¢ for which condition (3.8) holds as well. Setting pmax(T(¢g), ¢') < 1 in equation (3.15), we
obtain from equation (3.14) the neighbourhood

In(omax(T($o), d0))
Can(T(¢o), $o)

which we sketch in figure 1a. The length A(¢) is positive, since the logarithm of pmax(T (o), ¢g) <
1 is negative. Selecting another initial phase ¢(1) outside of U(dg). We restart the numerical
integration of equation (4.1) with the initial angle ¢(1), monitor pmax(r,d)(l)) and obtain the next
neighbourhood U(q%) for which condition (3.8) holds (cf. green lines in figure 1a).

Our goal is to increment the initial angle ¢ of 117 (¢,) appropriately such that the whole torus
TK is contained within neighbourhoods U(d}é), ie. TK c U(¢y) U U((bé) e U(d}é) holds. Then, we
have successfully established that the origin of equation (2.1) has a contractive cover. Thus, by the
virtue of theorem 3.3 the origin of system (2.1) is asymptotically stable.

The same line of reasoning holds for verifying that the origin of condition (2.1) has a contractive
trap. The only difference is that a K — 1-dimensional torus TX~! needs to be contained with
neighbourhoods U(¢6). This dimension reduction reduces the computational burden to verify
definition 3.8 compared to verification of definition 3.2. Thus, our algorithm aims to numerically
verify definition 3.8. However, it can be easily modified to verify definition 3.2.

Algo) ==~ and  U(gg) := (¢ € T/ I$ — oloo < Aldho)}, (4.2)

2This assumption can be relaxed, by deriving an upper bound on the integration error, which depends on the numerical
integrator used. The integration error for finite time, however, can generally be made arbitrarily small by choosing an
appropriate solver with a small enough stepsize.
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Figure 1. Sketches illustrating the numerical stability investigations of the origin of system (2.1). () Initial angles ¢),, their
neighbourhoods U(gy) and the K — 1 dimensional trap for definition 3.8. (b) Neighbourhoods U(gb;) covering a strip of K —
1-dimensional trap. (c) Segmented trap. Each segment is handed to asingle worker ;. If an individual worker (here I%;) reaches
a termination condition, it sends a termination signal to the other workers. (Online version in colour.)

Various strategies can be adopted to cover the trap with neighbourhoods U(¢6). We illustrate
our implemented choice in figure 1b. After obtaining A(¢), we start to integrate equation (4.1)
with the initial angle ¢(1) =@ +[#7, A(¢p),0,...,0] and obtain the neighbourhood U(¢(1)). We
continue to increment the second phase until the distance between ¢, and ¢é is greater than
27 . In the case of two incommensurate frequencies in equation (2.1) (K = 2), we have verified that
definition 3.8 holds for the origin of system (2.1). For more than two incommensurate frequencies
(K> 2), we increment the third phase by the minimal distance Amin:= minoSISL(A((bé))) and
restart the process of assembling neighbourhoods from [¢7,0, Amin, . . ., 0]. We repeat this process
until the third phase exceeds 2. Analogously, we proceed for higher dimensional traps. If the
last phase exceeds 27, then we have assembled a contractive trap of the origin of system (2.1).

During our numerical verification of condition (3.10) the calculations can be terminated for
two reasons. First, we set a maximal number of periods Nmax for which we are willing to check
if condition (3.10) is met. If for some initial angle no contraction is observed for N € [0, Nmax]
(i-e. pmax(NT, ¢p)>1 for all 0 <N < Nmax), we abort our calculations. Second, the volume of
the estimated neighbourhood (4.2) can shrink in size resulting in an increased numerical effort.
Thus, we truncate our calculations, if we observe that A(¢,) shrinks below a tolerance. We
emphasize that the equivalence stated in theorem 3.3 guarantees that if the origin of system (2.1) is
asymptotically stable, equation (3.10) is necessarily satisfied for some time t = NT. Thus, it is only
a matter of computational resources to reduce the number of asymptotically stable quasi-periodic
orbits for which our algorithm is inconclusive (false negatives) to zero.

Modern high-speed computational clusters achieve their impressive performance by executing
tasks in parallel. The calculations necessary to numerically check condition (3.10) are easily
parallelizable. To this end, we divide the K — 1-dimensional torus TX~1 into individual volumes
V;. Then, each V; is assigned to a single worker, which checks if for all angles inside V;
condition (3.11) holds (cf. figure 1c). This task is achieved analogously as covering the whole trap
TX=1 with neighbourhoods U(q)f)), with the difference that only the small subset V; of the trap
needs to be contained within the union of the neighbourhoods LI(¢6). If this task is successfully
achieved for each V; individually, then the origin of system (2.1) is asymptotically stable.

To increase the efficiency further and enable parameter studies, we implement cross-
communication between the individual workers. If one worker terminates the calculations for
one of the above-specified reasons (A(¢() below a tolerance or no contraction observed) it sends
a termination signal to the other workers (cf. red arrows in figure 1c) and all computations are
aborted. Thereby, we avoid that individual workers spend long computation times on their
associated subset V; although the outcome of our algorithm is doomed to be inconclusive.

1801202 8L ¥ 205 % 2014 edsi/feuinof BioBuiysiignd/aposiefor



Downloaded from https://royal societypublishing.org/ on 24 June 2022

We emphasize that the slow down due to cross-communication is minimal since only a single
termination signal is sent.

(b) Examples

We apply our developed algorithm to assess the stability of the origin of system (2.1) to two
mechanical systems. First, we consider the classic Mathieu equation, which has served as a
prototype equation to demonstrate the effects of parametric excitation (cf. Nayfeh & Mook [52] or
Hagedorn [53]). Subsequently, we proceed with a parametrically excited beam as a more realistic
and higher dimensional engineering application. We carry out our calculations on ETH’s EULER
cluster with 144 computational nodes working in parallel.

(i) Mathieu equation
We consider the classical damped Mathieu equation
q+cq+ (k+ke(t))g =0, (4.3)

which can describe the linearized equation of motion of a simple pendulum with moving
support, the transverse vibrations of a beam with pulsating axial load or an electric circuit with
a time-varying capacity (cf. Nayfeh & Mook [52] or Hagedorn [53]). As customary in structural
vibrations, we include a small positive damping constant ¢ > 0. Then, the origin of the Mathieu
equation (4.3) without parametric excitation (k(f) = 0) is asymptotically stable. It is well known
(e.g. Kovacic et al. [11]) that periodic parametric excitation can destabilize the trivial solution
q(t) = 0. In the following, we will consider quasi-periodic parametric excitation.

We first select k(t) =0.1(cos(£21f) + cos(§22t)), §22 =1 and c¢=0.01 and depict the results of
our stability investigations in figure 2a. Our QPSTAB-code ran for 4 hours to compute the data
shown in figure 2a. The stability map looks very similar to the results of Zounes & Rand [10],
who have also investigated the Mathieu equation (4.3) for this specific parametric excitation
and zero damping with methods reviewed earlier. We can rigorously confirm the results of this
earlier study. To illustrate trajectories for different parameter regions depicted in figure 2a, we
numerically integrate system (4.3) from the initial condition ggp = 1 and §o = 0. For the parameters
2 =+/3/3 and k = 0.2, the origin of system (4.3) is stable and hence the solution decays as shown
in figure 2b. Increasing the stiffness to k = 0.21, QPSTAB fails to compute a contractive trap, since
no contraction is observed. This growths is shown in the bottom of figure 2b.

For comparison, we compute the largest Lyapunov exponent (e.g. Pikovsky & Politi [36])
for the Mathieu equation (4.3) with the parameters shown in figure 2a. We select tp =0 as
initial time and terminate the calculations after 2500 time units. The obtained exponent is a
finite time approximation to the maximal Lyapunov exponent and hence is denoted as finite-
time Lyapunov exponent (FTLE, e.g. Haller [50]). We depict its sign in figure 2c. Comparing
figure 2a and 2c¢, we can conclude that the FTLE accurately identifies the stability type of the
origin of system (4.3). Moreover, its computation is easier to implement and computationally less
expensive than running the QPSTAB-code. As mentioned earlier, however, it is generally unclear
whether the FTLE in figure 2c¢ indicates the correct asymptotic trend, while QPSTAB does not
suffer from this shortcoming. Thus, only after comparing figure 22 and 2c one can conclude that
parameter configurations of the Mathieu equation (4.3) with an asymptotically stable origin have
been accurately identified by computing the FTLE.

Based on a normal form analysis (cf. Murdock [24]) or averaging arguments (cf. Sanders
et al. [22]), we expect the time-varying terms to effect the dynamics of system (4.3) if the forcing
frequencies are resonant with the eigenfrequency v, i.e. the following holds:

1921 +j2S22 + j3Vk=0, j1,j2,j2 € Z. (4.4)

We include resonant parameter configurations (4.4) as lines for selected integers j; in figure 2a.
We observe that the resonant parameter configurations of the form k = (j; 221 + j2$22)? /4 correlate
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Figure 2. Stability investigations of the origin of the Mathieu equation (4.3). We select the damping ¢ = 0.01 and parametric
excitation k() = 0.1(cos($21t) + cos(t)). (a) Stability map indicating parameter regions for which the origin of the Mathieu
equation (4.3) is asymptotically stable. (b) Trajectories for two different parameter configurations. (c) Finite time approximation
of the maximal Lyapunov exponent. (Online version in colour.)

to parameter regions where our stability analysis is inconclusive. We note the similarity to
instability tongues of the periodically excited Mathieu equation (k(t) = cos(§2t) in equation (4.3)),
which emanate from k = j>£22 /4. Thus, the regions for which our analysis is inconclusive might
correspond to parameter configurations for which the origin of system (4.3) is unstable. An in-
depth normal form analysis or equivalently averaging could reveal such a connection rigorously.
As discussed earlier, however, it is generally unclear whether the system configuration shown in
figure 24 is within the domain of validity of such perturbation approaches.

Increasing the amplitude of the parametric excitation to f(t) = 0.5(cos(£21t) + cos(§2>t)), and
selecting the parameter values k =1 and c = 0.01, we explore the stability of the origin of system
(4.3) depending on the two forcing frequencies £21 and §2,. We depict the results of our stability
analysis in figure 3. Similarly to figure 2a an intricate stability map arises. Again, the influence
of the time-varying terms on the dynamics of system (4.3) is clearly visible in parameter regions
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Figure 3. Stability maps indicating parameter configurations for which the origin of the Mathieu equation (4.3) is
asymptotically stable. We select the parameters k =1, ¢ = 0.01 and f(t) = 0.5(cos(§21t) + cos(£2,t)). (Online version in
colour.)

correlating with the depicted resonant parameter configurations (4.4). We ran QPSTAB for about
5.5hours to obtain the data shown in figure 3.

While most investigations on quasi-periodic orbits restrict themselves to two incommensurate
frequencies, our derivations and numerical algorithm apply for any finite number of
frequencies. To demonstrate this versatility, we select a parametric excitation of the Mathieu
equation (4.3) containing three incommensurate frequencies k;(t) =0.2(cos(£21t) + cos(£22t) +
cos(§23t)). Sweeping the three frequencies between 0.1 and three we obtain the three-dimensional
stability map depicted on the left of figure 4. To enhance interpretation, we take two-dimensional
sections of the three-dimensional stability map. Inside the first section (blue plane), the second
excitation frequency is proportional to the first frequency with £, = /5/252,. For the second
section, we choose £2; to be constant and equal to +/3 (red plane). We include plots indicating
the stability of the origin of system (4.3) for parameter configurations inside these two sections in
figure 4 whereby the frame colour distinguishes the corresponding section.

In the case of two incommensurate frequencies (cf. figures 2a and 3), our algorithm needs to
cover a one-dimensional trap (cf. figure 1b). For three incommensurate frequencies illustrated in
figure 4, the trap is two-dimensional, which increases the computational burden. To generate the
data shown in figure 4 our QPSTAB script ran for about one day. Similarly to figures 2a and 3, we
also observe in figure 4 that for parametric excitation frequencies close to two (i.e. two times the
natural frequency) the time-varying terms influence the dynamics of system (4.3).

(ii) Slender beam with a moving end

As an application to a higher-dimensional system, we investigate a slender clamped-clamped
beam with a moving boundary on one end prescribed by u(t) (cf. figure 5). We assume constant
material and geometric properties such as moment of inertia I and cross-sectional area A. We
consider the case of a small radius of gyration r=+/I/A <1 and a small movement of the
boundary max |u(t)|/r < 1. For such beams, Nayfeh & Mook [52] derive the following partial
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Figure 4. Stability maps indicating parameter regions for which the origin of the Mathieu equation (4.3) is asymptotically
stable. We select the parameters k =1, ¢ = 0.01 and parametric excitation with three incommensurate frequencies k;(t) =
0.2(cos($21t) + cos(§2,t) + cos($23t)). We sweep the three excitation frequencies and depict the three-dimensional stability
map (left). Additionally, we take two sections (blue and red) of the three-dimensional parameter space and depict the two-
dimensional stability maps (middle and right). (Online version in colour.)

differential equation:

1 L
rz(wtt + 2Uwt + Wyxxx) — (“(t) + oL J widx) Wyy =0
0

(4.5)
and w(0) = wy(0) = w(L) = wy(L) =0,

governing the vertical displacement w(x,t) as a function of the non-dimensional horizontal
position x and the non-dimensional time t (cf. figure 5). The subscripts of w in equation (4.5)
refer to partial derivative with respect to time t or space x and the constant x is a damping
parameter. To arrive at equation (4.5) Nayfeh & Mook [52] use the Euler—-Bernoulli hypothesis (i.e.
plane cross sections initially perpendicular to the neutral axis remain plane and perpendicular
to the neutral axis after deformation), assume linear elastic material properties (Hooke’s Law)
and restrain themselves to a third-order approximation of the Green-Lagrange strain tensor (van
Karman strains).

We study the stability of the trivial solution w(x, f) =0 of system (4.5) for u(t) = a(cos(21t) +
cos(§22t)) with incommensurate frequencies §21 and §2;. To this end, we discretize the beam in
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Figure 5. Clamped-clamped beam with moving end. Undeformed configuration in black and exemplary deformation in grey.

the spatial coordinate following a finite difference scheme with N equally spaced nodes x; (j =
1,...,N) and denote the constant distance between two neighbouring nodes by /. Then, we use
the standard central finite differences

wW(xj41) — 20(x) + w(xj_1)
Wxx (X]‘ )= ! "2 ! !
w(xjy2) — 4w(xjy1) + 6w(x)) — 4w(x;1) + w(xj_2)

1A

To comply with the boundary conditions, we approximate the slope of w at x =0 with a forward
scheme wy(x1) = (w(x2) — w(x1))/h and the slope at the right boundary with the backward scheme
wy(xn) = (w(xn) — w(xn—1))/h. Together with requirement of zero displacement in horizontal
direction at both boundaries, we obtain w(x1)=w(x2)=w(xN—1) =w(xN)=0. Collecting the
remaining degrees of freedom in the vector w := [w(x3), w(xa), .. ., w(xn_2)]" e RN~*and defining
the banded matrices

+ O@?)
(4.6)

and wxxxx(xj) = + O(hz)-

0 e e )

_ 11 2 21 o0
K= s ,

0

and K, K; e RN-4xN-4

we obtain the discretized version of the linearization of the partial differential equation (4.5)
W+ 2uw + (K + u(t)Kp)w = 0. 4.8)

We select 10 nodes for the discretization N = 10, set the damping u to 0.01 and the slenderness
r=0.1. First, we fix the length to be L = 10 and vary the incommensurate frequencies 21 and £2;
between 0.1 and 3rads~! and show the results of our stability investigations for an amplitude
a=0.0025 in figure 6a. As a second study, we fix the forcing frequencies £2; =1 and 2, = /3 and
vary the length of the beam and the amplitude of the parametric excitation a in figure 6b. QPSTAB
ran for about a day to compute each stability map (figure 6a and 6b).

Figure 6 shows complex stability regions of the origin of the discretized beam (4.8). Similarly
to the periodic case, the stability of the origin (4.8) is not always preserved when a parametric
excitation is introduced. Contrary to the Mathieu equation (cf. figures 22 and 3) an explicit
correlation between the regions with no contraction and resonances is not immediate in figure 6.
This is due to the amount of possible resonance between the six natural frequencies and two
excitation frequencies. Moreover, the natural frequencies vary with the length of the beam L in
figure 6b. Nevertheless, our algorithm handles the beam equation (4.8) efficiently and rigorously
establishes the parameter configuration for which the origin of the system (4.8) is asymptotically
stable.
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Figure 6. Stability maps indicating parameter regions for which the origin of the discretized beam (4.8) is asymptotically
stable. We select 10 nodes N = 10, damping .« = 0.01and slenderness r = 0.1. (@) Moving end: u(f) = 0.0025(cos(§2;t) +
c0s(§21)). (b) Moving end: u(t) = a(cos(t) + cos(~/3t)). (Online version in colour.)

5. Conclusion

We have presented a universal method to rigorously establish asymptotic stability of quasi-
periodic orbits. Our argument relies on the repeated application of the solution map IT%(¢),
which is readily available through numerical integration of the equations of variations for finite
times. We introduced the notion of a contractive cover, i.e. for all initial angles there exists a time
instance 7 such that the map I77(¢) is a contraction. Then, our theorem 3.3 establishes that the
existence of a contractive cover is equivalent to asymptotic stability of the origin of system (2.1).
Moreover, by introducing a Poincare section, we can restrict the calculations of the map I7%(¢)
to a lower-dimensional contractive trap. Our robustness estimate 3.10 allows us to discretize the
map IT7(¢) over the torus, whereby an observed contraction for only a finite number of initial
angles can guarantee asymptotic stability of the origin of system (2.1).

Subsequently, we explicitly assemble our theoretical results in a numerical algorithm and
provide QPSTAB, an automated MATLAB script, to assess the stability of the origin of system (2.1).
We apply our algorithm to the classical Mathieu equation, whereby we rigorously confirm the
results of previous studies and advance beyond available results by considering, for example,
three incommensurate excitation frequencies. Finally, we proceed to a slender beam with a
moving end as a more realistic engineering application and obtain stability maps for this higher
dimensional system.

Despite our efforts to reduce the dimension of the sampled domain and the parallel
implementation of our algorithm, the computation times can still be significant, even running
QPSTAB on a computer cluster. An improved routine to cover the contractive trap with
neighbourhoods (cf. Figure 1b) or an improved system-specific robustness estimate in the form
of lemma 3.10 can further reduce computational times. However, we also note that already in
the periodic case, calculations of the monodromy matrix can be time-consuming (cf. Peletan et al.
[19]). Hence, customized perturbation methods such as Breunung et al. [54] remain important for
parameter space explorations. In this setting, QPSTAB can verify the validity of predictions from
perturbation methods.

The techniques presented can be applied to rigorously upper bound other characteristic
numbers along trajectories contained in compact manifolds such as Lyapunov exponents
(Chicone [51]) or generalized Lyapunov numbers (Fenichel & Moser [37]). While the notion of
a contractive trap (definition 3.8) is implicitly linked to a quasi-periodic flow on the compact set
(i.e. the torus), the contractive cover does not rely on such a specific flow. Hence, it is our ongoing
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effort to extend our techniques and investigate the normal behaviour and Lyapunov exponents
of more complex compact invariant manifolds.

In self-excited vibrations prominently modelled by the Van-der-Pol equation (e.g.
Guckenheimer & Holmes [49]), a limit cycle as an invariant manifold in the phase space arises.
Whereas, in system (2.1), the invariant manifold, i.e. the torus, is embedded inside an extended
phase space (cf. §3). It is our goal to extend the here presented techniques to investigate the
simultaneous occurrence of self-excited and externally driven vibrations.

Furthermore, it will be part of our ongoing effort to clarify the application of the presented
techniques to investigate the stability of quasi-periodic linearizations of discrete dynamical
systems. While a contractive cover (definition 3.2) can also be defined in the discrete setting, some
additional considerations will be necessary when introducing the contractive trap (definition 3.8).

Data accessibility. QPstab, the automated MATLAB script for stability investigations of quasi-periodic orbits,
as well as the data computed during this study, are publicly available at https://github.com/tbreunung/
QPstab.

Competing interests. I declare I have no competing interests.
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Appendix A. Proof of theorem 3.3

To prove theorem 3.3, we recall the classic definition of asymptotic stability for the origin of
system (2.1) (e.g. Verhulst [12]). For this purpose, we denote the trajectory of system (2.1) with
initial condition xg at the time t = tg by x(¢; to, X0)-

Definition A.1 (Asymptotic stability). The origin of system (2.1) is asymptotically stable if

(C1) For each ty and each ¢ > 0, there exists § = §(fg, €) such that for all |xg| < §, we have
Ix(t; tg, x0)| <€, forallt>tg. (A1)
(C 2) For each t, there exists §g = §g(tg) such that for all |xg| < 8o
Jim |x(t; to, x0)l =0, (A2)

holds.

We start our proof of the equivalence between asymptotic stability and a contractive cover by
showing that asymptotic stability implies that definition 3.2 holds. First, we observe that not all
initial phase ¢ € TX are on the orbit ¢(t) = 2t. However, the orbit ¢(t) is dense in TX, since the
frequency base is incommensurate (e.g. Samoilenko [27]). Hence, for all ¢, we can find some time
instance fo(¢g) such that the angle ¢’ := ¢(to(¢0)) = R2t(¢o) is arbitrarily close to ¢y. Continuous
dependence on parameter for equation (3.1) then implies,

|¢/ —¢ol<e = |pmax(T, ¢/) — pmax(T, Pp)l <8(e) <1, (A3)

where §(¢) can be made arbitrarily small by selecting ¢ appropriately. For the constant pmax(z, ¢'),
we have
max s |11~ (¢)x|

do
- SUP %o <5o Ix(t + to(éo); to(Po), X0)]
= %

Pmax(T, ¢/) = max |HT(¢/)XO| =
[xo|=1

, forall ¢ € TK, A4
0

where §) denotes the neighbourhood from condition (C 2). Since the limit of equation (A 2)
approaches zero, for all initial times ty(¢) there exists some time instance T(¢, €) such that

sup [x(T(¢o, £); to($o), x0)| < (1 — 8(e))80, ¥ g € TX, (A5)

[xo]<do
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holds, where the constant §(¢) defines the neighbourhood in equation (A3). As denoted in
equation (A5) the time instance T(¢, ¢) generally depends on . Substituting the upper bound
(A 5) into equation (A 4) implies

pmax(T($o), ) <1 —8(e), V¢ TK. (A6)

Finally, with equation (A 6) we obtain

pmaX(T(¢O)/ ¢0) < pmaX(T(¢0)r ¢/)
+ | pmax(T(B0), $0) — pmax(T(B0), #) <1, V ¢y e TK, (A7)

which proves that condition (3.7) holds. Thus, we have proven that asymptotic stability of the
origin of system (2.1) implies that a contractive cover for the origin of system (2.1) exists.

For the reverse implication, we will need to bound the constants T(¢y) uniformly on the
domain TX. To this end, we note that if definition 3.2 holds it is always possible to select the time
instances T(¢g) such that condition (3.7) is satisfied and the constants T(¢) and pmax(T(¢g), Po)
are uniformly bounded. More specifically, we have:

Proposition A.2. Assume that definition 3.2 holds, then the time instances T(¢) can be selected such
that condition (3.7) holds with

Tmin:= inf T(¢g) >0, Tmax:= sup T(¢g) < oo
¢O€TK II)UETK
(A8)
and om = sup pmax(T($o), do) < 1.
$oeTX

Proof. Continuous dependence of solutions to equation (3.1) on parameters implies that if
equation (3.7) is satisfied for some initial angle ¢, and some time T(¢) then condition (3.7) also
holds for initial angles ¢’ sufficiently close to ¢ for the same time T(¢) (cf. also equation (A 3)).
Hence, for any initial angle ¢, we obtain a neighbourhood U(¢) such that

pmax(T($o), ¢') <1, V' U(d) (A9)

holds. Since TX is compact, we can select a finite number of neighbourhoods U(¢;) such that the
union of all neighbourhoods U(¢;) contains TK (TK ¢ U(¢1) U U(¢hp) U - - - U U(¢p;) with L < 0).
Thus, we obtain

Tmin= min T 0, T, =max T
min 1§II§L (¢1) > max 1515)2 (@) <00

(A10)
and pm = max pmax(T(d1), ¢1) <1,
which proves the claim of proposition A.2. [ ]
We proceed by recursively defining the series of angles and time instances
¢ =2T(p; 1) +¢;1 and ;=T($; 1) +t1, j=12,..., (A11)

for each ¢g. The angle ¢; denotes the angle ¢(f) = £t at t =t;. Owing to proposition A.2, we
can always select T(¢() such that condition (3.7) holds with 0 < Tin < T(¢() < Tmax < 00 and
pmax(T(@o), po) < pm < 1. Thus, the difference between two time instances f; and t;1 is thereby
upper-bounded by Tmax and lower-bounded by Tpin. Moreover, tiisa monotonically increasing
sequence and every time f > 1 is between two subsequent time instances f; and t;;1. More
specifically, for all £ > fo there exists some integer j such that t; <t < ;1 holds, where the integer
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j is lower bounded by

i> ~1. (A12)

max

With this notation, we obtain for trajectories of system (2.1)

IX(E; to, x0)l = [T (@)1~ (1) - - TT" " (ho)xol

j
= 1"y [ [T (¢)x0] - (A13)
=0

For the first term of equation (A 13), we recall that the distance between t and ¢; is upper-bounded
by Tmax. Thus, by existence and continuous dependence on parameters of solutions to equation
(3.1) for finite times and the compactness of TX there exists a positive constant Cr such that

C(Tmax) = sup 1T (o)I| < o0, (A14)
0 <t < Tmax
¢ € TX

holds. Using the upper bound (A 14), the lower bound (A 12) and the assertion of proposition A.2,
we derive the following upper bound onto equation (A 13):

Ix(t; to, x0)| < {C(Tmax)|x0|r for tgTrmax- (A15)

Thus, selecting |xg| <8 =¢/Cr ensures that equation (A1) holds for all tp and |xp| <§, hence
condition A.1 of definition A.1 is satisfied. For the limit in condition (A 2), we obtain

]
lim [x(t;to, xo)| = lim |77*i(@) [ T 1" (¢)x0
t—00 t—00 1=0

< C(Tmax) %! lim pfl/Tm)"1 =0, (A16)
t—o00

where we have used the upper bound (A 15), the lower bound (A 12) and the fact that p;;, is
less than one (cf. equation (A 8)). Thus, definition 3.2 implies that the origin of system (2.1) is
asymptotically stable. This completes our proof of the equivalence between a contractive cover
and asymptotic stability stated in theorem 3.3.

Appendix B. Proof of lemma 3.9

We show that the existence of a contractive trap implies that a contractive cover exists and vice
versa. Then, the equivalence established in theorem 3.3 implies that definition 3.8 and asymptotic
stability of the origin of system (2.1) are equivalent as claimed in lemma 3.9.

We start by showing that definition 3.8 implies definition 3.2. To this end, for each ¢, € TX, we
define the time instance 7y such that the first phase of ¢(t) = 21 + ¢ modulo 27 is equal to ¢;
(2170 + (i)é mod 27 = ¢7). Since ¢1(7) has period T = 27 /21, the time 7 is less than T. We denote
the phase ¢(1p) = ¢ and introduce the series of angles ¢;,1 = 2N(¢,)T + ¢; and time instances
7141 =77 + N(¢;)T, whereby we obtain

L L
pmax(tL, @) = 1T (o)l | = || [ [ TN T (@)™ (o)l < CON] [ TN (@11, (B1)

=1 =1

where the constant C(T) bounds the map IT7(¢() uniformly for all ¢ € TK and 0<7 <T (cf.
definition (A 14)). By construction, the first phase of all ¢; is equal to ¢], thus the upper
bound (3.11) holds. From the arguments in the proof of theorem 3.3 (i.e. Proposition A.2),
we conclude N(gbik,(i)) can be selected such that p,,:= SUPg k-1 [l pmax(NT, [q’)ik,(i])ll <1 and
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Nmax :=sup P N(¢7, (i)) < oo holds. With these observations, we derive the following
upper bound onto equation (B 1)

Pmax(TL, $0) = [T ()| = | < C(T)pk, (B2)

which is less than one if L is sufficiently large. The bound (B 2) implies that condition (3.7) holds
and hence we have shown that condition (3.11) implies condition (3.7).
For the reverse implication, we note that limit (A 16) implies

Jim (omax(NT, [9,81) = lim |17 (g7, )]
= lim [T (@o)x0l| =0, VoieT!, ¢eTk ! (B3)

holds. Thus for all ¢} € T! and q~5 € TK=1 there must be some integer N such that the norm of
N T([q’)i“, q~5]) is less than one, i.e. condition (3.11) holds. This completes our proof of lemma 3.9.

Appendix C. Proof of the robustness estimate 3.10
We begin our proof of lemma 3.10 by rewriting the initial value problem (3.1) with the initial angle

¢’ as follows:

%x =A(27 + ¢ )x=A(R7 + do)x + [A(27 + ¢') — A(27 + Pg)]x. (C1)

By the variation of constants formula (e.g. Teschl [13]), solutions to equation (C 1) are given by
T(go) 160 [ e (g1 /
X(T(¢p)) = 1% (pg)xo + 117 JO [T%($0)]  [A(R7 + ¢) — A(R7 + ¢p)Ix(r)dz.  (C2)
For the solution map 77 (¢'), equation (C 2) implies

T(¢)
700§y = 1760 (gg) + 1170 jo [T ()] U [A(R7 + ¢') — A(R7 + )T (@) dr.  (C3)

Taking the Euclidean norm of equation (C 3), we obtain

17T@ (@) < 1T (go) | + 117770

T(¢o)
X ,[0 LT ($0)] Il |A(RT + @) — A(R7T + o)l 1IT7 (@) dr,
< pmax(T(¢g), ®o) + Pmax(T(do), o)

T($o) 1
N _ T / d , C
<[ g A+ ) — AT o 1T A, (C4)

where we have used the identities

1

1T @)l = prastr, d0) and (T @) 1= -

(C5)

Dividing equation (Ci£ji£i4) by pmax(T($¢),¢9) and introducing the notation u(r):=
pmax('f/ ¢,)/pmax(f, ¢0) we obtain

T(¢) 1 , pmax(T,9")
u(T(¢p)) <1+ L mnA(m +¢)— AR+ ¢0)||Pmax(ff¢0)m dr

— 14 JT(¢0) Pmax (T, 9g)

N IA(R27 +¢') — A(27 + ¢o)llu(z) dr. C6)
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Gronwall’s inequality (e.g. Teschl [13] or Verhulst [12]) applied to equation (C 6) yields
Pmax(T($o), ¢/) < pmax(T(¢o), bo)

T(¢y) max(T, ,
X exp (JO %HA(QT +¢") — A(R7 + ¢p)ll dr). (C7)

With the notation § := ¢’ — ¢ and the fundamental theorem of calculus, we obtain the upper
bound
1
|

l

< sup
¢eTK

| o

|A(RT +¢) — A(R7 + ¢p)|| = A(R271 + ¢ +58) ds

(oW

S

M-

9
Sgr (AT + 6o + s8))6 ds

K

> 5o-A®)

k=1

18100 (C8)

With the notation (3.12), (3.13) and the upper bound (C 8), we refine the upper bound (C7) to

Pmax(T($o), #") = pmax(T($0), bo) explCan(T(do), $o)I81so]- (C9)
Comparing equations (3.15) and (C9) yields the condition
exp(Can(T(¢o), $0)18lo0) < a- (C10)

Solving equation (C 10) for |8|co = [¢' — dgloo gives the neighbourhood stated in lemma 3.10.
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