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ABSTRACT
Pretrained language models have improved effectiveness on numer-
ous tasks, including ad-hoc retrieval. Recent work has shown that
continuing to pretrain a language model with auxiliary objectives
before fine-tuning on the retrieval task can further improve retrieval
effectiveness. Unlike monolingual retrieval, designing an appropri-
ate auxiliary task for cross-language mappings is challenging. To
address this challenge, we use comparable Wikipedia articles in
different languages to further pretrain off-the-shelf multilingual
pretrained models before fine-tuning on the retrieval task. We show
that our approach yields improvements in retrieval effectiveness.
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1 INTRODUCTION
Dense retrieval models, such as ColBERT [24], ANCE [41], and
DPR [23], have been adapted to cross language ad-hoc retrieval
(CLIR) where queries and documents are in different languages
by replacing monolingual embedding with a multilingual embed-
dings (e.g., mBERT [11] and XLM-R [8]). These dense retrieval mod-
els learn to encode queries and documents separately into fixed-
length dense representations by fine-tuning a pretrained model
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Figure 1: Pipeline for training a dense retrieval model. We
propose an additional pretraining phase targeting CLIR.

(e.g, BERT [11]) with a retrieval objective using a large number of
query-document pairs such as the ones from MS MARCO [2] or
Natural Questions [25]. Recent work showed that these models are
effective for CLIR when trained with monolingual query-document
pairs, enabling zero-shot transfer [28, 32, 37]. Alternatively, train-
ing the model with translated MS MARCO (translate-train) is more
effective but also much more expensive [32, 39].

However, most pretrained language models do not explicitly
ensure the representations of a pair of related texts are similar [15].
This calls for a task-specific fine-tuning process to retrofit the rep-
resentation produced by the pretrained model to be closer between
related or relevant text. Such processes can be complex and com-
putationally expensive, such as RocketQA [35], and, thus, efficient
multi-stage training that introduces a “continued pretraining” to
the pipeline was proposed for monolingual retrieval [16, 20] be-
fore running a task-specific fine-tuning with retrieval objectives
(illustrated in Figure 1).

By construction, the representations for the text conveying simi-
lar information in different languages are not necessarily similar,
since multilingual pretrained models such as mBERT and XLM-R
do not introduce parallel text during pretraining. In other settings,
incorporating alignment information into the retrieval model has
been shown to be useful for CLIR [10, 19]. We hypothesize that
explicitly promoting token-level similarity during the pretraining
phase will enhance the effectiveness of CLIR models.

To address the aforementioned issues, we propose C3, a con-
tinued pretraining approach leveraging weak supervision with
document-aligned comparable corpora to encourage representa-
tions of the text with similar meaning in different languages to be
more similar using contrastive learning. This continued pretrain-
ing phase modifies an off-the-shelf pretrained model before it is
fine-tuned to the actual retrieval objective, as illustrated in Figure 1.
Specifically, we model the similarity between a pair of texts using
contrastive learning with token-level embeddings to encourage the
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model to embed token-level similarity and alignment information.
We use Wikipedia articles in the language pair of interest, linking
them based on cross-language links present in Wikipedia. We test
this using high-resource languages for which strong evaluation
resources are available. but this weakly supervised approach could
also be applied to lower resource languages in which alternative
approaches that rely on parallel text might prove impractical.

To summarize, our contributions are two-fold. First, we propose
to continually pretrain the model for CLIR dense retrieval to pro-
mote similar representations between texts with similar meanings
in different languages, using contrastive learning. To our best knowl-
edge, this is the first work that applies contrastive learning to CLIR
pretraining in this way. Secondly, we do this in a way that relies
only on weakly supervised document-scale links in Wikipedia.

2 BACKGROUND AND RELATEDWORK
Since the introduction of pretrained transformer-based language
models, neural retrieval models have been taking advantage of
these models for more effective query-document matching. Early
work inmonolingual retrieval involved building cross-encoder mod-
els [9, 29, 33] that leveraged the full interaction between the queries
and documents to produce the relevance scores. Subsequently, sim-
ilar models [19, 22, 38, 42, 44] were adapted to the CLIR setting.
While effective, such models can only rerank documents since they
process both queries and documents during inference and thus
yield a longer running time compared to traditional sparse retrieval
techniques such as BM25 [36]. DPR-style dense retrieval models
overcome this limitation by scoring the documents based on the
similarity of their representations, which allows the language mod-
els to encode documents beforehand.

However, the representations produced by off-the-shelf language
models are undertrained [16] and thus directly scoring documents
with such representations yields suboptimal retrieval results [27].
Additional task-specific fine-tuning with relevance labels produces
much better representations on either the sequence level, such as
ANCE [41] and DPR [23], or the token level, such as ColBERT [24].
Especially for sequence level representations, often summarized
in the CLS token, contrastive learning [6, 34] that trains a model
with one positive and multiple negative examples for each query
has been shown to be one of the most effective training techniques
for dense retrievers [21, 35, 41]. In-batch negative sampling further
reduces the memory requirement by treating positive examples for
other queries as negative [16, 23]. A similar objective was utilized
to pretrain the cross-encoder retrieval model for the CLIR task [43].

Continuing pretraining the off-the-shelf language model has
been investigated in mono-lingual retrival [5, 13, 16]. Specifically,
coCondenser [16] continued pretraining of the language model
with a passage-containing classification task (i.e., determining if a
pair of passages belong to the same document) through contrastive
learning on the representation of the passages for monolingual
IR before fine-tuning it as a DPR model. This weakly supervised
pretraining teaches the model to bring the representation of pas-
sages extracted from the same documents closer, which benefits
the downstream dense retrieval task by assuming passages from
the same document convey a similar meaning. coCondenser also
trains with a masked language modeling task on the Condenser

head [15] that adds two additional layers at the end of the network
with the embeddings of CLS from the last layer and the rest from
the middle layer. This Condenser head is removed after pretraining,
but it has been shown to adjust the encoder effectively.

Recently, dense retrieval models have been adapted to CLIR by
replacing the encoder with a multilingual pretrained model, such
as mBERT, XLM or XLM-R [3, 27, 32]. To utilize existing monolin-
gual collections with a large number of relevance labels such as
MS MARCO [2], dense retrievers with multilingual embeddings
can be trained on such corpora with zero-shot transfer to CLIR by
leveraging the multilinguality of the encoder [28, 32]. Alternatively,
with the help of translation models, one can translate the mono-
lingual training collection into the language pair of interest and
train the retriever on it (a “translate-train” approach) [32, 38]. This
training scheme encourages the model to bring the representations
of related queries and documents closer across languages. However,
training effective translation models can be resource-intensive.

Besides the challenges in obtaining the translation, teaching
the models two complex tasks jointly can also be tricky. Learning
from coCondenser, a two-stage process with a continued language
model pretraining followed by task-specific fine-tuning can help
the model acquire knowledge incrementally. The following section
introduces a pretraining approach that encourages the model to
bring the representations of passages in different languages with
similar meanings closer before fine-tuning with retrieval objectives.

3 C3: CONTINUED PRETRAININGWITH
CONTRASTIVE LEARNING FOR CLIR

In this section, we introduce C3, a continued pretraining approach
with contrastive learning that encourages similar representations
of a pair of texts across languages. The language model learns to
establish a semantic space containing the two languages of interest
with meaningful similarity by training with this objective.

Specifically, consider a comparable corpus with linked document
pairs (𝑑S

𝑖
, 𝑑T

𝑖
) in languages S and T (i.e., pairs of documents in

different languages containing similar information). Given a list
of such document pairs [(𝑑S1 , 𝑑

T
1 ), (𝑑S2 , 𝑑

T
2 ), . . . , (𝑑S𝑛 , 𝑑T𝑛 )], we

construct a list of spans [𝑠S1 , 𝑠
T
1 , 𝑠S2 , 𝑠

T
2 , . . . , 𝑠S𝑛 , 𝑠T𝑛 ] by randomly

sampling one span from each document.
Letℎ𝐿

𝑖
be the sequence of token representations of span 𝑠𝐿

𝑖
where

𝐿 ∈ {S,T }, we construct its SimCLR [6] contrastive loss as

L𝑐𝑜
𝑖𝐿 = − log

exp
(
𝑓

(
ℎS
𝑖
, ℎT

𝑖

))
∑𝑛

𝑗=1
∑
𝑘∈{S,T} 1(𝑖 ≠ 𝑗 ∧ 𝐿 ≠ 𝑘) exp

(
𝑓

(
ℎ𝑙
𝑖
, ℎ𝑘

𝑙

))
with 1(•) being the indicator function and 𝑓 (ℎ1, ℎ2) being the simi-
larity function between representations ℎ1 and ℎ2. This contrastive
loss is similar to the one proposed in coCondenser [16] but encour-
ages the model to learn different knowledge. Instead of sampling
pairs of spans from the same document, we construct the pair by
sampling one span from each side of the linked documents. Equa-
tion 3 promotes the representation ℎS

𝑖
and ℎT

𝑖
to be closer while

discouraging representations of spans in the same language from
being similar (since 𝑘 can the same as 𝐿). This construction pushes
the encoder away from clustering text in the same language in



Table 1: Reranking effectivness of ColBERT and DPR models with and without our C3 pretraining. The top shows XLM-
RoBERTa-base models; the bottom shows XLM-algin-base models. Symbols indicate statistically significant differences at
𝑝 < 0.05 by a two-tailed paired 𝑡-test with Bonferroni correction for 6 tests, either with and without C3 (*) or between C3 and
original BM25 results (†). Δ shows the mean relative improvement from C3 across the 6 collections.

nDCG@100 nDCG@10

Retrieval With HC4 NTCIR CLEF HC4 NTCIR CLEF
Model C3 Chinese Persian Chinese Persian German French Δ Chinese Persian Chinese Persian German French Δ

QT + BM25 0.362 0.354 0.264 0.336 0.419 0.563 0.258 0.251 0.229 0.407 0.379 0.505

XLM-RoBERTa (base)

ColBERT ✗ 0.352 0.385 0.249 0.283 0.510 0.590 0.248 0.277 0.223 0.325 0.513 0.514
✓ *0.444 0.391 0.278 †*0.286 †0.521 0.574 +8% *0.345 0.274 0.255 0.337 †0.535 0.482 +11%

DPR ✗ 0.330 0.319 0.218 0.259 0.467 0.531 0.223 0.220 0.184 0.299 0.449 0.449
✓ *0.395 0.341 0.255 †0.266 †0.503 0.562 +10% *0.287 0.226 0.231 †0.302 †*0.523 0.491 +15%

XLM-align (base)

ColBERT ✗ 0.425 0.399 0.303 0.252 0.523 0.579 0.332 0.294 0.283 0.285 0.532 0.478
✓ †*0.483 0.400 †0.330 0.275 †0.528 0.588 +4% †*0.408 0.280 †0.316 0.321 †0.536 0.499 +6%

DPR ✗ 0.385 0.366 0.260 0.235 0.480 0.581 0.300 0.256 0.239 0.265 0.482 0.503
✓ 0.421 0.403 0.286 †0.244 †0.503 0.586 +6% 0.324 0.312 0.264 †0.279 †0.520 0.506 +8%

the semantic space and pulls the text across languages with simi-
lar meanings closer, while retaining distributional robustness by
randomly matching the spans in the documents.

To promote token-level similarities, we apply the MaxSim oper-
ator proposed in ColBERT [24] as the similarity function 𝑓 (ℎ1, ℎ2).
Specifically, the function can be written as

𝑓 (ℎ1, ℎ2) =
∑︁

𝑖∈ |ℎ1 |
max
𝑗 ∈ |ℎ2 |

ℎ1𝑖 · ℎ𝑇2𝑗

where |ℎ• | denotes the number of tokens in the corresponding span
and ℎ•𝑘 denotes the representation of the 𝑘-th token in ℎ•. With
this similarity function, the contrastive learning loss flows into the
token representation to explicitly promote token alignment in the
semantic space.

Finally, we combine L𝑐𝑜
𝑖𝐿

with the masked language modeling
loss L𝑚𝑙𝑚

𝑖𝐿
and L𝑐𝑑𝑚𝑙𝑚

𝑖𝐿
on span 𝑠𝐿

𝑖
from the transformer network

and the Condenser head [15], respectively, to train the bottom half
of the network more directly. Therefore, the total loss L can be
expressed as

L =
1
2𝑛

𝑛∑︁
𝑖=1

∑︁
𝐿∈{S,T}

[
L𝑐𝑜
𝑖𝐿 + L𝑐𝑑𝑚𝑙𝑚

𝑖𝐿 + L𝑚𝑙𝑚
𝑖𝐿

]
4 EXPERIMENTS AND ANALYSIS
Our experiment follows the workflow in Figure 1. In this specific
study, we use English as our pivot language for the queries and
Chinese, Persian, French, and German as our document languages.
However, we argue that C3 is generalizable to other language pairs.
In the rest of the section, we discuss our experiments’ data, models,
setup, and results.

4.1 Datasets
To continue pretraining the off-the-shelf pretrained models with
C3, we assembled linked Wikipedia articles on the same topic in
different languages. Specifically, we leveraged CLIRMatrix [40], a

retrieval collection that uses the article titles as the queries to re-
trieve documents for 19,182 language pairs. For each language pair,
we extract all query and document pairs with relevance score 6,
which are the Wikipedia pages on the same topic as asserted by
inter-wiki links (one query only has one document with a score of 6
given a specific language pair). These documents are linked to con-
struct the comparable corpus. We extracted 586k, 586k, 1,283k, and
1,162k document pairs for Chinese, Persian, French, and German,
respectively.

For task-specific fine-tuning, we use the “small” training triples
provided in MSMARCO-v1, which consists of 39 million triples of
query, positive, and negative passages.

We evaluate the final retrieval models on HC4 [26], a newly
constructed evaluation collection for CLIR, for Chinese and Persian,
NTCIR [31] for Chinese, CLEF 08-09 for Persian [1, 14], and CLEF
03 [4] for French and German. HC4 consists of 50 topics for each
language. We have 100 topics for NTCIR and CLEF 08-09 Persian
and 60 topics for CLEF 03 French and German. We use the title in
English as our evaluation queries.

Despite experimenting with relatively high resource language
pairs, we argue that there is no language-specific component in
C3. We believe C3 is applicable to language pairs that have similar
amount of linked Wikipedia pages.

4.2 Experiment Setup
We test our proposed approach with XLM-R-base [8]. Additionally,
we also tested XLM-align-base [7], which is a variant of XLM-R-base
pretrained with parallel text in 14 language pairs and multilingual
text in 94 languages. All text in our experiments is tokenized by
Sentence BPE [8], which XLM-R uses.

We construct the spans from document pairs with a window of
180 tokens. We pretrain the model with C3 for 100,000 gradient
update steps with an initial learning rate set to 5×10−6 using 4 GPUs
with 24GB of memory each. We leveraged Gradient Cache [18] to
run with batches of 64 document pairs (16 per GPU).



Table 2: Ablation study on different similarity function used
in contrastive learning with and without the Condenser head
(Cond.). The values showed in the table is nDCG@100 onHC4
Chinese test set.

Contrastive Similarity
Lang. Model Ret. Model Cond. None CLS MaxSim

XLM-R
ColBERT ✗ 0.352 0.389 0.410

✓ – 0.391 0.444

DPR ✗ 0.330 0.382 0.381
✓ – 0.368 0.395

XLM-A
ColBERT ✗ 0.425 0.482 0.474

✓ – 0.457 0.483

DPR ✗ 0.385 0.406 0.406
✓ – 0.408 0.421

We tested on two dense retrieval models: ColBERT [24] and
DPR [23]. After pretraining, each model is fine-tuned with the re-
trieval objective (either ColBERT or DPR) for 200,000 steps also
using 4 GPUs with a learning rate set to 5 × 10−6 for each query-
document language pair. We use the original implementation of
ColBERT for its fine-tuning and Tevatron [17] for DPRwith a shared
encoder for queries and documents. Both retrieval models are tested
in a reranking setting, where all models rerank the top-1000 doc-
uments retrieved by BM25 with machine translated queries. The
machine translation models for Chinese and Persian were trained
using AWS Sockeye v2 Model [12] with 85M and 12M general do-
main parallel sentences for each language pair respectively. We
used Google Translate for German and French.

4.3 Results and Analysis
Table 1 summarizes the main results of our experiments, which
indicate that building dense retrieval models using C3 yields bet-
ter effectiveness. When starting from XLM-R, C3 provides an 8%
relative improvement in nDCG@100 (and 11% in nDCG@10) over
directly fine-tuning a ColBERT model. The model benefits from the
warm start before training with relevance labels by pretraining with
a similar objective (MaxSim) with weakly supervised text. On the
other hand, we observe a slightly larger gain on DPR, suggesting
even retrieval models that score documents with sequence repre-
sentations (i.e., embeddings of CLS tokens) benefit from a task that
promotes token-level similarity.

The improvement in the retrieval effectiveness by C3 is less sub-
stantial when starting from XLM-align (at most 6% in nDCG@100
compared to 10%). Since XLM-align is trained with parallel text,
its ability to create relationships between text across languages is
better than XLM-R, resulting in a diminishing return from invest-
ing computation resources in pretraining. Nevertheless, C3 still
provides more effective retrieval results across languages.

Among the evaluated language pairs, English-French is particu-
larly interesting. Applying C3 yields negative “improvements” in
some cases. As English and French have a close relationship linguis-
tically, we suspect the original XLM-R model, which is not trained
with parallel text, already establishes an effective cross-language

Figure 2: ColBERT models with zero-shot transfer (ZS) and
translate-train (TT) approaches using XLM-RoBERTa-base
on HC4 Chinese test set. The dashed line demonstrate the
nDCG@100 value for XLM-RoBERTa-large with both ap-
proaches.

semantic space. Continued pretraining with C3 may simply not
be necessary in such a case. Notably, XLM-align, which initialized
its parameters by XLM-R, also yields worse retrieval results (0.590
to 0.579 in nDCG@100 and 0.514 to 0.478 in nDCG@10), which
further supports our observation.

Note that all our reranking models underperform BM25 on CLEF
Persian collection. After evaluating separately on topics generated
in CLEF 2008 and 2009, we discovered that the topic characteris-
tics are different between the two (nDCG@100 of 0.421 on 08 and
0.250 on 09 for BM25). Models pretrained with C3 underperform
BM25 in 2008 topics, but are at least on par with BM25 on 2009
topics. While this effect deserves further investigation, we note
that queries for this collection were originally created in Persian
and then translated into English, possibly initially by nonnative
speakers [1, 14]. Perhaps the English queries in 2009 better match
the English for which our models have been trained. Nevertheless,
C3 still improves the pretrained language models in these cases.

Comparing the average relative improvements (over all six test
collections) that result from applying C3, we consistently see some-
what stronger relative improvements with nDCG@10 than with
nDCG@100. From this we conclude that the effects of the improved
modeling are particularly helpful nearer to the top of the ranked
list, where interactive users might be expected to concentrate their
attention.

To investigate our hypothesis regarding the utility of token-level
similarity, we evaluate models in which different similarity func-
tions were used as a basis for contrastive learning in continued
pretraining. Using the CLS token in this way is similar to the coCon-
denser model. Results in Table 2 suggest that with the Condenser
head, as implemented in the coCondenser model, pretraining with
MaxSim similarity as the contrastive learning objective produces
better retrieval models. The improvement is minimal without the
Condenser head, indicating that token-level similarity benefits from
routing information directly to the bottom half of the network. Inter-
estingly, the second-best approach among the four combinations is
CLS-based contrastive learning without using the Condenser head,
which contradicts the original proposal of coCondenser. However,
any continued pretraining is rewarding. Despite the competition



among the variants, all language models with continued pretraining
outperform their original off-the-shelf version.

Finally, we ask the question: what if we can afford to translate
MS MARCO so that we can use a translate-train model? To in-
vestigate, we utilize the Chinese translation of the MSMARCO-v1
training triples from ColBERT-X [32], which can also be accessed
via ir_datasets [30] with the dataset key neumarco/zh1. Figure 2
shows that without C3, the ColBERT model improves from 0.352 to
0.421, which is still worse than zero-shot transfer models trained
with C3 for CLIR, suggesting allocating effort to C3 rather than
training a translation model when computational resources are
limited. When both are affordable, the effectiveness (0.457) is on
par with zero-shot transfer a ColBERT model with XLM-R-large
(0.451), which is even more expensive to train. With translate-train,
ColBERT with XLM-R-large achieves close to 0.5 in nDCG@100
but requires more computational resources to run.

5 CONCLUSION AND FUTUREWORK
This paper proposed a continued pretraining task C3 on a weakly
supervised corpus with a contrastive learning objective. We showed
that the final retrieval models that are fine-tuned from models
trained with C3 are more effective than off-the-shelf multilingual
models. Further analysis suggests that translate-train can further
improve retrieval models fine-tuned from C3-pretrained models.
Evaluatingwith largermodels such as XLM-R-large can also provide
insight into the robustness of our approach. A natural next step
would be extending C3 on some lower-resource languages where
we have fewer Wikipedia articles in such languages.

Beyond that, despite being motivated by CLIR problems, C3
might also be applied to monolingual retrieval in cases where we
have documents on the same topic that may use different writing
styles.
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