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ABSTRACT
The W3C mailing list test collection, an information re-
trieval test collection for email, was developed for the TREC
Enterprise Search track in 2005. One task in that track
was to retrieve emails that contribute at least one pro/con
related to a specific topic. This paper describes the test
collection and presents a preliminary evaluation of its suit-
ability for evaluating such systems, including an analysis of
topic types found in the collection, characterization of inter-
assessor agreement on pro/con judgments, and an example
of the evaluation results that can be obtained using the col-
lection. There is clear evidence that the collection is useful
in its present form, but several areas for improvement can
be identified. In particular, some topic types found in the
collection do not seem well suited to pro/con judgment. The
paper concludes with suggestions for future work on the de-
sign of test collections and information retrieval systems for
this task.

1. INTRODUCTION
Informal genres such as email pose new challenges for the

design of information retrieval systems that help people to
find information that they seek. Information retrieval re-
search has traditionally focused on relatively formal gen-
res (e.g., news stories) in which topic and (more recently)
source authority are typically seen as important. Informal
genres such as personal letters, discussion boards, mailing
lists, emails, Usenet, weblogs, and spoken word collections
offer more scope for incorporating additional search criteria,
including expressions of sentiments such as opinions or at-
titudes. It is easy to envision numerous situations in which
an ability to characterize sentiment would be useful: polit-
ical campaigns may wish to know public opinions and at-
titudes about a candidate, companies may want to know
their customers’ views about their products, and decision
makers may wish to understand the opinions and attitudes
of key stakeholders. A study of 17 genres selected from the
British National Corpus and other sources indicated that
emails are significantly less formal than news and weblogs,
and that they are similar in formality to personal letters [18].
This suggests that email would be a good starting point from
which to examine the practical utility of sentiment detection
in information retrieval systems that are designed to work
with informal media.
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Opinion classification in documents has been studied in
the domains of movie and product reviews [21]. Reviews col-
lected on well known Web sites (e.g., Rottentomatoes.com,
Amazon.com, and C|net) often include both text and rat-
ings, making such studies easy to construct [4], although
the utility of the results are open to question (since reviews
without ratings may be rare, and systems trained on reviews
may not generalize well to other tasks). Opinion detection
in news articles [1, 30] and customer emails [5] has also been
studied, but we are not aware of prior work on opinion or
attitude detection in mailing lists, Usenet news, or similar
sources.

Mailing lists are sometimes public, and public mailing lists
are sometimes archived. Moreover, mailing lists can some-
times serve as important sources of institutional memory,
making it fairly straightforward to identify (or at least envi-
sion) realistic information needs. They therefore represent a
practical basis for constructing an information retrieval test
collection. In 2005, the Text Retrieval Conference’s (TREC)
Enterprise Search track (TRECENT) therefore began the
process of developing what we believe to be the world’s first
test collection for evaluating topic-oriented search of a rela-
tively large email collection. In this paper, we focus on one
task for which that test collection was designed: identify-
ing emails that contribute at least one statement in favor of
or against a specified topic in new (not quoted) text (that
is, identifying at least one pro or con argument about the
topic).1

An information retrieval test collection typically includes
a set of documents, a set of information needs (called topics
in TREC), and relevance judgments, an indication of which
documents should be retrieved in response to which top-
ics [29]. A document in the TRECENT 2005 collection was
defined to be an individual email message. The topic state-
ments consisted of three sections: a unique identifier (used
only for accounting purposes), a “title” field (representing
what a searcher might type in as a terse initial query), and
“narrative” field containing a concise statement of the cri-
teria for assessing topical relevance (see the next section for
examples) [29]. Two types of relevance were defined: topi-
cal (also called “partial”) relevance, and pro/con (also called
“full”) relevance. For a document to be pro/con (or fully)
relevant, it must be topically relevant and it must addition-
ally present at least one pro or con argument in new text
(i.e., not in text that was simply repeated from an earlier

1The TRECENT guidelines, available at
http://www.ins.cwi.nl/projects/trec-ent/wiki/, also de-
scribe the other tasks.



email in the same thread) about the topic.
While the absolute value of a retrieval effectiveness mea-

sure can give some sense for how well a system supports
the retrieval task, judging relevance is necessarily a some-
what subjective process, and differences in judgments will
yield different values for any effectiveness measure. The typ-
ical way in which these collections are used, therefore, is to
hold the judgments constant, and to rank systems in de-
creasing order of retrieval effectiveness with that same set
of judgments. In other words, it is not the absolute value
of the measures where the information retrieval community
focuses, but rather on the preference order among the sys-
tems. A test collection is useful if it yields a preference order
that is stable across users—in other words, we desire that
a set of retrieval systems be scored consistently relative to
each other, even if the scores assigned to each system vary
systematically with the strictness of the judgments provided
by one assessor or another.

Each search engine returns a ranked list of documents
in response to each query. One widely reported measure is
Average Precision (AP). AP is defined (for a single topic) as
the expected value of the precision (the density of relevant
documents), with the expectation computed over the set of
documents that were judged to be relevant. This is intended
to model the satisfaction of a searcher who begins to scan a
list of documents that are ranked in some approximation of
a best-first order from the top and stops after having seen
some desired (but unknown) number of relevant documents.
AP values vary markedly from one topic to another, and it is
not uncommon for the preference order between systems to
be different for different topics. Since we don’t know what
topic the searcher will ask about next, it is common to report
the expectation over a suite of (at least 40) representative
topics of AP as a measure of expected retrieval effectiveness
on future topics; this measure is known as Mean Average
Precision (MAP) [29].

Among the participants in TRECENT 2005, Zhu et al. [33]
were the only ones to specifically look at the pro/con task.
They trained a Support Vector Machine (SVM) using a
small set of hand-tagged training data, but other teams
achieved far higher MAP with the pro/con judgments by us-
ing only topical (i.e., word-overlap) search techniques. Now
that the full test collection is available, we are able to take
a more comprehensive look at the suitability of the test col-
lection for that task. We begin by a brief review of previous
studies on opinion classification, followed by a description
of the test collection, an analysis of the topic type distribu-
tion, and an analysis of inter-assessor agreement on individ-
ual judgments and the stability of system preference order
across judgment sets from different assessors. We then de-
scribe the implementation of a retrieval system trained using
held out data from the test collection (in a round robin fash-
ion), and report its performance by topic type. We conclude
with suggestions for future work on topic selection, assessor
training, and information retrieval system design.

2. RELATED WORK
The essential issues in document-level sentiment analysis

(or opinion classification) are to identify how sentiments are
expressed in texts and whether the expressions indicate posi-
tive (favorable, recommended) or negative (unfavorable, not
recommended) opinions toward the subject [17]. Both lin-
guistic and machine learning approaches have been applied.

There are many studies in classifying movie and product
reviews. Turney [27] applies a linguistic approach to classify
Epinions reviews. Pang et al. [21] apply classical text clas-
sification techniques (i.e., Naive Bayes, maximum entropy,
and SVM) to the task of classifying movie reviews as posi-
tive or negative. Kennedy and Inkpen [11] use three types
of valence shifters (i.e., negations, intensifiers and diminish-
ers) and machine learning algorithms to detect the semantic
orientation of movie reviews. More sentiment classification
for reviews of products, movies, paper peer reviewers, and
stock investment are discussed in [3], [9], [15], and [16].

Durbin et al. [5] construct a system for affect rating of
texts with a particular domain (i.e., customer emails) with
multiple languages with modest effort. The system takes 5
steps. First, a few thousand sentiment words are manually
collected and rated by a number of raters. Second, a docu-
ment is tagged with a part-of-speech tagger, and individual
rated words (i.e., those on a proprietary list) are identified.
Third, valence modifiers such as “very” or “slightly” are
detected, and the ratings of words immediately following
are recalculated via a modification function. Fourth, for
sentences containing both rated words and negation, syn-
tactic rules are applied to determine whether the negation
applies to the rated words or not, and the sentence ratings
are adjusted. Finally, an overall rating is assigned to the
document. Evaluated on the collection of movie reviews as-
sembled by Pang et al. [21], the system has an accuracy of
63%, well below the best result of 83% obtained by Pang
et al. [21] who train various machine learning algorithms on
that specific data set.

Beyond classifying a document into positive and negative
categories, Pang and Lee [22] classify movie reviews with re-
spect to a multi-point scale (e.g., one to five “stars”). Wilson
and Wiebe have also classified the strength of opinions [30]
and contextual polarity of the polar expressions [31].

The previous studies on opinion classification have been
conducted in the domains of movie and product reviews,
stock investment comments, customer emails, and news ar-
ticles with relatively small data sets (typically hundreds to
several thousand documents). In the next section we intro-
duce the W3C mailing lists test collection for retrieval of
emails with pro/con arguments.

3. THE W3C TEST COLLECTION

3.1 Description of the Test Collection
The W3C mailing list test collection is a large public test

collection for evaluation of content-based email search us-
ing World Wide Web Consortium (W3C) mailing lists. The
W3C mailing list collection was crawled from w3c.org in
June 2004; the National Institute of Standards and Tech-
nology (NIST) distributed the collection to the TRECENT
participants. Each message in the collection was embedded
in a Web page with extensive XML markup (usually gener-
ated by the hypermail utility program) to format the most
important fields from the message for display to end users.
We used a Java SAX parser to recover the original RFC-822
header structure and to extract the body text. For mes-
sages that the SAX parser failed to parse (such as X-Mail
messages), additional processing using Perl scripts was per-
formed. This yielded 174,311 messages with a total size of
515 MB.

TRECENT 2005 had three tasks - Expert Search, Known



Item Search and Discussion Search (DS). We focus on the
DS task here. DS is a conventional ad hoc retrieval task
in which the user is searching for arguments in favor of or
against some point in an email archive. This might be used,
for example, to assemble design rationale when considering
a change to a previously published W3C standards docu-
ment. A pro/con (or fully) relevant document in the DS
task is an email message that contributes at least one pro or
con related to the specified topic in new (not quoted) text;
a topically (or partially) relevant document is an email mes-
sage that addresses the specified topic in new (not quoted)
text but provides no pro/con related to the specified topic
in new text.

The participating teams performed topic development and
relevance judgment. A total of 60 DS topics were created,
one of which was subsequently removed from the collection
because no relevant documents were found. No training top-
ics for the DS task were available since the test collection
had not been created yet. Each DS topic was assigned to
two participating groups to judge relevance in order to sup-
port computation of inter-assessor agreement. The top 50
retrieved documents from the four highest priority runs from
each group were pooled for relevance judgement. There were
an average of 529 messages per topic across the 59 pools
(ranging from 249 to 865). Next we examine the types of
these 59 topics [2].

3.2 Emergent Categories of Topics
Since an information retrieval test collection includes doc-

uments, topics, and relevance judgments, and we want to
do some preliminary evaluation of the test collection for the
pro/con retrieval task, we begin by a topic type analysis
followed by an analysis of inter-assessor agreement of the
relevance judgments.

The goal of the topic type categorization is to investi-
gate what types of topics have been developed, and to iden-
tify topic categories that may be more amenable to pro/con
classification. We did this by manually examining the 59
TRECENT DS topics to identify emergent categories. An
example topic is listed under each category. Note that top-
ics may be classified into multiple categories.

• A: Comparison, usefulness, relationships, etc.
A0: Comparison among design options or standards

(pro/con, advantage/disadvantage, whether/not)
(2 topics in mutual categories).

A1: Design compliance (or conflict) with standards.
A2: usefulness, feasibility or suitability of a design
A3: relationship among issues.

Example: Topic 55 (in category A0 and B below)
Title: Browser technology support incompatibility
Narrative: A relevant message will offer possible solu-
tions to the problem of different browsers supporting
different technologies (e.g., scripting languages), and
show advantages/disadvantages of these solutions.

• B: Method, tip, solution (How to use X, how to solve
problem, how to fix bug)

Example: Topic 19
Title: abbreviations and acronym expansion
Narrative: A relevant message discusses methods used
to expand acronyms and issues people need to be aware

Category Number of Topics

A 29
B 11
C 11
D 4
E 3
F 1

Table 1: Number of topics in each category.

of in this area.

• C: Discuss an issue/policy

Example: Topic 27
Title: P3P English translation
Narrative: Relevant messages will discuss the transla-
tion of the P3P element definitions into plain English.

• D: Problems, Impact, etc.
D0: Problems/bugs/vulnerabilities of designs.
D1: Impact/Consequence/Effect of design policies

(1 topic in mutual category).

Example: Topic 44
Title: Shared key authentication
Narrative: A message should discuss the effects of the
usage of shared secret authentication in TLS.

• E: Definition, functionality(what is X, what is the use
of X)

Example: Topic 40
Title: rational definition of identifier
Narrative: A relevant message will discuss what is an
appropriate definition of identifier.

• F: Reason, design rationale (Why is X)

Example: Topic 1
Title: if-else in xslt
Narrative: A relevant message will discuss the reasons
for the non-availability of an if-else construct in xslt.

The topics are not equally distributed across the cate-
gories. As shown in Table 1, about half of the topics are
related to A, about 1/6 to B, about 1/6 to C, and nearly
1/6 to the others. We analyze the inter-assessor agreement
of relevance judgments by category in the following subsec-
tion.

3.3 Inter-assessor Agreement of Judgments
Inter-assessor agreement of relevance judgments is the agree-

ment between primary and secondary assessors on whether a
document is fully relevant, partially relevant, or not relevant
at all. TRECENT had two groups of assessors: primary as-
sessors who developed the topics and secondary assessors
who were other participants. Here we examine the inter-
assessor agreement on all the pooled documents of the 48
topics for which relevance judgments exist from both groups



of assessors. Measuring inter-assessor agreement allows us
not only to examine the quality of relevance judgments per
se and hence the stability of system preference order across
judgment sets from different assessors, but also to identify
topic types or topics that are possibly ill-defined for pro/con
retrieval.

Here we introduce three measures that are related to inter-
assessor agreement of relevance judgements—agreement over-
lap, Cohen’s Kappa, and Kendall’s tau. Overlap and Co-
hen’s Kappa directly measure inter-assessor agreement, while
Kendall’s tau quantifies the effect of disagreements on rela-
tive ranking of systems using the test collection.

Both agreement overlap and Cohen’s kappa have been
used to quantify the amount of agreement among differ-
ent sets of relevance judgments [12, 19]. Overlap is de-
fined as the size of the intersection of the relevant document
sets divided by the size of the union of the relevant docu-
ment sets [28]. Since two assessors can reach an agreement
by chance, we introduce Cohen’s kappa which is a chance-
corrected measure of agreement [8]. For the inter-assessor
agreement on topical relevance judgments, topic-averaged
overlap is 0.29 (with a possible range of 0 to 1) and over-
all kappa is 0.42 (with a possible range of -1 to 1). The
correlation between overlap and kappa is 0.9661, which is
statistically significant at p < 0.01. For the agreements on
pro/con relevance (i.e., full relevance vs. not full relevance)
judgments, topic-averaged overlap is 0.275 and overall kappa
is 0.3. The correlation between overlap and kappa is 0.9787,
which is statistically significant at p < 0.01. The statistical
significance of the correlation scores in both cases indicates
that as an inter-assessor agreement measure overlap is as
good as kappa for this test collection.

The inter-assessor overlap for flat text retrieval is typically
between 0.4 and 0.5 [23, 28], and the topic-averaged overlap
for a spontaneous speech test collection is 0.44 [19]. For
the W3C test collection, both overlap scores are below 0.3,
which is relatively low.

Often in information retrieval there is a low level of inter-
assessor agreement of relevance judgments (because rele-
vance is subjective and idiosyncratic) but the disagreements
about relevance don’t affect the relative measurement of sys-
tem A being better or worse than system B. In other words,
a low level of agreement between two assessors doesn’t nec-
essarily mean that systems would be ranked differently if
they were scored using the relevance judgments of each as-
sessor. One of the reasons system rankings remain stable
despite inevitable marked differences in the relevance judg-
ments is that evaluation results (such as MAP) are reported
as averages over many queries [12]. While evaluation results
for individual topics (or queries) can vary widely, an average
over a sufficient number (such as more than 40) of queries
is more stable [28].

The effect of inter-assessor disagreement on evaluation re-
sults is commonly measured using Kendall’s tau correlation.
In other words, Kendall’s tau measures the effect of dis-
agreement, rather than the amount of disagreement itself.
By comparing the rankings of systems according to the pri-
mary and secondary judgments, Kendall’s tau calculates the
distance between two rankings of retrieved items as the min-
imum number of pairwise adjacent swaps to turn one rank-
ing into the other, and the distance is normalized by the
number of items being ranked such that the correlation is
between -1.0 (for the correlation between a ranking with its

Type Topics Ovlp-p Ovlp-t Kap-p Kap-t Kap-3

A 26 0.27 0.32 0.37 0.36 0.29
A0 18 0.26 0.35 0.38 0.37 0.29
A1 2 0.03 0.08 0 0.02 0
A2 4 0.40 0.36 0.46 0.46 0.4
A3 2 0.29 0.29 0.38 0.43 0.35

B 10 0.23 0.32 0.26 0.33 0.22

C 8 0.41 0.47 0.38 0.38 0.31

D 4 0.25 0.31 0.49 0.50 0.41
D0 1 0 0.11 0 0.19 0.09
D1 3 0.33 0.38 0.50 0.50 0.41

E 2 0.04 0.34 0 0.54 0.24

F 1 0.44 0.32 0.61 0.47 0.35

All 48 0.275 0.29 0.30 0.42 0.29

Table 2: Inter-assessor agreement on 48 topics by
topic types
*Note: three topics are classified into 2 categories, so the number

of topics in the table does not directly sum up to 48. Ovlp-p is

overlap of agreement on pro/con (full) relevance, Ovlp-t is overlap

of agreement on topical (partial) relevance, Kap-p is kappa for

pro/con relevance, and Kap-t is kappa for topical relevance. Kap-

3 is kappa across 3 categories - fully relevant, partially relevant,

and irrelevant.

P Values Ovlp-p Ovlp-t Kap-p Kap-t Kap-3

p@5 0.21 0.69 0.21 0.70 0.32
p@9 0.20 0.73 0.17 0.68 0.39

Table 3: p values of ANOVA with the inter-assessor
agreement as a dependent variable and the topic
type as an independent variable
*Note: p@5 is significance value when topic type has 5 levels: A,

B, C, D, and E. p@9 is significance value when topic type has 9

levels: A0, A1, A2, A3, B, C, D0, D1, E. Other notations are the

same as Table 2.

perfect reverse) and 1.0 (for the correlation of two identical
rankings) [28].

For the DS task, Craswell et al. [2] computed Kendall’s tau
for the effect of inter-assessor disagreement for topical rele-
vance judgments on evaluation results using the 48 topics.
The tau correlation between rankings based on the two sets
of judgments was 0.763 [2], which is significant although not
as strong as in other test collections [28]. We also computed
Kendall’s tau for the effect of inter-assessor disagreement
on full relevance from both judgments, which is 0.776, very
close to the tau for topical relevance judgements. Common
practice in the retrieval community is to consider tau values
larger than 0.9 as essentially identical, and less than that
as possibly indicating important differences, but this rule of
thumb is not formally grounded.

Note that tau is lower than we’d like it to be, so we should
be paying attention to the overlap and kappa scores to iden-
tify possibly ill-defined topics or topic types in order to get
that tau up to the level of a reliable collection.

There are a few factors which probably affect inter-assessor
agreement - topic, assessor pair, and topic type. The first



Factors Ovlp-p Ovlp-t Kap-p Kap-t Kap-3

Type@5 0.005 0.158 0.008 0.220 0.045
Topic 0.704 0.430 0.404 0.464 0.503
Interaction 0.000 0.002 0.000 0.005 0.001

Topic@9 0.010 0.378 0.017 0.434 0.128
Topic 0.467 0.417 0.343 0.420 0.413
Interaction 0.000 0.020 0.001 0.039 0.009

Table 4: p values of the factors of two way ANOVA
with the inter-assessor agreement as a dependent
variable, and the topic type and topic as factors
*Note: Type@5 is the topic type factor with 5 levels: A, B, C,

D, and E. Type@9 is the topic type factor with 9 levels: A0, A1,

A2, A3, B, C, D0, D1, E. Interaction is the interaction between

the two factors. Other notations are the same as Table 2.

is topic itself: some topics are harder to judge relevance
of their documents than others. As seen in the examples
shown in section 3.3, topic 19 and 27 are vaguely defined for
their pro/con requirements and an inter-assessor agreement
analysis shows that both of their full relevance agreement
overlap scores are below 0.2 (see Table 7 in Appendix).

Another factor is the assessor pair: some assessor pairs
may have higher agreement than others. In TRECENT
2005, this is hard to work with since we do not know which
individual person at each research site judged which topic.
We wondered whether there were systematic differences in
labeling full/partial relevance between primary and secondary
assessors by comparing the two assessor group’s fractions of
relevant emails which are fully relevant. However, a t-test
showed that there is no statistically significant difference be-
tween the two fractions (p = 0.42, two-tailed test).

Here we focus on the factor of topic type. An inter-
assessor agreement analysis by category shows that A2, C,
D1, and F type topics have both relatively high overlap and
kappa scores, as shown in Table 2. An analysis of vari-
ance (ANOVA) with the inter-assessor agreement as a de-
pendent variable and the topic type as independent variable
shows that the agreement difference between topic types is
not statistically significant (see Table 3). However, Table 3
also shows that the inter-assessor agreements on full rele-
vance across topic types are much more likely to be different
than the agreements on topical relevance across topic types.
We wondered whether the fractions of relevant emails which
were fully relevant were different between topics; if yes, it
might indicate quantitatively that certain types of topics
do not lend to pro/con discussion. However, a series of t-
tests on the difference of the means of the fractions between
topic types show no statistical significance (significance val-
ues range from 0.34 for A3 to 0.95 for E, two-tailed tests).

In order to examine whether the topic type factor is more
significant than the topic factor, a series of two way ANOVA
tests are performed with the inter-assessor agreement as a
dependent variable, and topic and topic type as factors (see
Table 4). Here topic type has 5 or 9 type levels (see Ta-
ble 4) whereas topic has 3 topic difficulty levels: easy top-
ics, hard topics, and unsure topics. Easy topics are the
27 topics on which our pro/con retrieval system (described
in the next section) achieves improvements of performance
over our baseline system. Hard topics are the 16 topics on
which our pro/con retrieval system performs worse than the

baseline. Unsure topics are the 7 topics that are not evalu-
ated with our pro/con retrieval system for reasons described
in the next section. As shown in Table 4, topic type has a
statistically significant effect on the inter-assessor agreement
for full relevance (but not topical relevance) judgments at
p < 0.05 whereas topic has not, and neither topic nor topic
type has a significant difference in agreement for topical rel-
evance judgments. The significant effect of interaction be-
tween topic type and topic on the agreement of full relevance
judgments at p < 0.05 tells us that the effect of one variable
depends on the level of the other variable.

In this section, we have developed topic types (or cat-
egories) and analyzed the inter-assessor agreement within
each category. We find that some categories have more of a
pro/con nature, and our pro/con retrieval system which we
describe next finds them. We also find that inter-assessor
agreement is somehow different across topic categories (al-
though not statistically significantly different), and that topic
category is a significant factor of inter-assessor agreement of
full relevance judgments whereas topic is not, so we offer sug-
gestions in section 5 about how to better design a pro/con
email test collection.

4. TOPIC AND PRO/CON INFORMATION
RETRIEVAL

4.1 Pilot Study
Inspired by OASYS [1] which applies a manually collected

lexicon of opinion and attitude words to analyze opinions
in news articles, we conduct a pilot study for topic and
pro/con retrieval in the same spirit. We manually process
the first 200 documents (by document id sorting) in the offi-
cial query-relevance set (that is, the qrels file, the concatena-
tion of one relevance judgment set per topic), which includes
both non-relevant and relevant (i.e., both partially and fully
relevant) documents, then extract about 50 words or phrases
that are most obvious (to the first author) to be usually used
to express pro/con arguments. INQUERY (Version 3.1p1
for Solaris) is used as the search engine. The pro/con words
and phrases are fed into INQUERY’s weighted sum (wsum)
operator in query formulation. Each topic term is assigned
a weight of 1.0 and each pro/con term gets a weight varying
from 0.01 to 0.5. With all opinion/attitude term weights as-
signed to 0.05, our best pilot system achieves a MAP score
of 0.3042 for 59 topics, a minor improvement of 2% over
the best system TitleTrans (with a MAP of 0.2969) for the
TRECENT 2005 DS task [2]. The improvement is due to
the fact that the system retrieves fully relevant emails earlier
than before, thus increasing the precision.

Here are some example pro/con words (or phrases) used
in the pilot system: pro, con, agree, disagree, advantage,
disadvantage, strength, weakness, shortcoming, limitation,
downside, vote for, veto, dislike, incorrect, correct, wrong,
pointless, useless, positive, negative, argue, doubt, suspect,
guess, understand, insane, handy, reasonable, convenient,
inconvenient, annoying, unhappy, make sense, two cents,
mistake, etc. They are either nouns, verbs, or adjectives.

The pilot system is actually developed with the notion of
query expansion using relevance feedback. Our positive re-
sult in the pilot study encourages us to employ a systematic
approach to learn words that are used to express pros/cons
in the W3C mailing list test collection. This leads to our



system design described next.

4.2 System Architecture
Not all the 59 topics are appropriate for training and eval-

uation. Topics 5, 6, 13, 18, 23, 35, and 57 have been excluded
since fewer than 5 pro/con documents are found in their of-
ficial query-relevance set (i.e., the qrels file). When there
are few relevant documents the average precision measure is
unstable in that small perturbations in the document rank-
ing can cause large differences in the average precision [28].
Topics 1, 9, and 46 have also been excluded since no par-
tially relevant documents are found in their official qrels.
This leaves us a total of 49 topics to work with. Note that
these 49 topics are not all the same as the 48 topics discussed
in the previous section of inter-assessor agreement because
both are subsets of the 60 topics. The two subsets serve
different analysis purposes.

We apply separate models for retrieving on-topic emails
without pro/con arguments related to the topics and for
retrieving on-topic emails with pro/con arguments related
to the topics, then combine the two lists of retrieved emails
to generate a final ranked list of emails. Since INQUERY’s
wsum operator combines two ranked lists with a weighted
sum of relevance scores, we employ INQUERY as our back
end system. During query processing, INQUERY removes
stop words and stems the query terms.

First, the email messages are indexed in their original form
(i.e., no suppression of quoted text) using INQUERY. Al-
though the goal is to retrieve emails with pro/con arguments
in new (not quoted) text, we do not exclude quoted text from
the emails since earlier studies showed that removing quoted
text was harmful when searching single emails [14].

Second, for each topic, an INQUERY query is formulated
using the “title” (or “query”) fields only. Then the index
is searched with this set of 49 queries to retrieve a ranked
list of emails for each topic. This is our baseline system
which is not specifically aimed to retrieve on-topic emails
with pro/con arguments related to the topics, but is evalu-
ated of its performance at the full relevance level. The MAP
score of the baseline for pro/con retrieval is 0.2743 across 49
topics, very close to TitleTrans which is the best system for
topic and pro/con retrieval of TRECENT 2005 [2] (with a
MAP of 0.2765). Here TitleTrans’ MAP across 49 topics is
computed using the same techniques introduced in [14] in
order to make the two MAP scores comparable.

Third, for each topic, the fully relevant and topically rele-
vant documents of the remaining 48 topics are used as train-
ing data to extract a pro/con feature vector which is then
used to formulate an INQUERY query to search the index.
The way we extract the pro/con features is described in the
next subsection. This retrieves a ranked list of emails with
pro/con arguments for each topic. Note that the pro/con
arguments are not necessarily related to the specified top-
ics.

Finally, for each topic, the two ranked lists are combined
by a weighted sum of relevance scores to get a final ranked
list.

4.3 Round Robin Experiment Design
For each topic, a pro/con model profile is trained in a

round-robin fashion (i.e., leave-one-out or k-fold cross-validation
with k = 48) using the remaining 48 topics in order to assess
the model performance. The profile is first learned within a

topic from both its positive and negative documents aiming
at filtering out topical relevance effects, then is combined
across all the 48 topics to get a feature vector. MAP is
applied to measure the effectiveness of the learned model.

4.4 A Rocchio-style Implementation of the
System

Since our goal is to retrieve documents not only on topic
but also having pro/con arguments related to the topics,
the Rocchio method [24], an information retrieval approach
based on query expansion using relevance feedback is a good
fit here. Another reason we use this method is that a classi-
fier built with this method is a baseline classifier in the text
classification domain; so if a baseline classifier works well
for pro/con classification, the test collection is apparently
useful, and we will be confident that a better classifier will
do a better job. The purpose of implementing such a system
is to explore the utility of the test collection.

The Rocchio method is used for inducing linear, profile-
style classifiers and it is perhaps the only text classification
method rooted in the information retrieval tradition rather
than in machine learning [26]. Applied to text classification,
it produces a prototype vector for each class as a weighted
average of positive and negative training examples [10, 13].
The Rocchio method computes an expanded query as: [7]

Q1 = Q0 + (β

n1X
i=1

Ri

n1
− γ

n2X
i=1

Si

n2
)

Here Q0 and Q1 are the vectors for the initial and ex-
panded queries correspondingly. Ri and Si are the vectors
for the positive (relevant) document i and negative (non-
relevant) document i correspondingly. n1 and n2 are the
number of positive and negative documents chosen corre-
spondingly. β and γ are the parameters for tuning the im-
portance of positive and negative documents. It is fairly
common to set β to 1 and γ to 0, in which case the pro-
file (the parenthetical clause) becomes simply the centroid
of the positive training examples. For our experiments, we
reinterpret the profile as a term vector that is biased in favor
of pro/con arguments that is computed as a log-odds ratio.

For each topic, we have 48 topics for training, and 1 topic
(i.e., this topic) for evaluation. Basically, for each topic,
we want to learn a vector of pro/con features (i.e., words)
from the positive (fully relevant) and negative (topically rel-
evant) documents of the 48 training topics. Specifically a
feature vector is first learned from both the positive and
negative documents within a topic (in an attempt to remove
the topical relevance effects), then the vector is accumulated
through all the 48 training topics.

The training data (i.e., positive and negative documents)
are not equally distributed across the 49 topics. We think
that the topics having more training data are better topics,
so we assign a topic weight to each topic i, which is defined
as:

TopiciWeight = log[min(Nposi + 1, Nnegi + 1)]

Here each topic i has Nposi positive documents and Nnegi

negative documents, and has a topic weight computed as the
logarithm of the minimum of Npos + 1 and Nneg + 1.

Our pro/con feature vector is then selected with the loga-
rithm of odds ratio function [6] weighted by the topic weight:



Category Topics Baseline MAP Pro/con MAP

A 27 0.2736 0.2907
B 10 0.2838 0.2859
C 9 0.2293 0.2272
D 3 0.2417 0.2490
E 3 0.2864 0.3013

Table 5: Comparison of MAP by category.

48X
i=1

(TopiciWeight ∗ log

TFposi+1
Nposi

TFnegi+1
Nnegi

)

Here TFposi is the term frequency calculated from the
positive documents of topic i with stop words excluded, and
TFnegi is the term frequency calculated from the negative
documents of topic i with stop words excluded. For each
topic, we compute the logarithm of odds ratio weighted by
the topic weight as the term weight. Accumulating the term
weights across the 48 training topics, we get a grand list of
words sorted by their term weights. In our experiments,
we select the top n terms and then construct an INQUERY
structured query in the following way:

#wsum(1.0 w1 #wsum (w1
w1
m

T1
w1
m

T2 ... w1
m

Tm)
w2 #wsum(w2

w2
n

PT1
w2
n

PT2 ... w2
n

PTn)

Here T1, T2, and Tm are topic terms for topic i; PT1,
PT2 and PTn are pro/con terms for topic i; w1 and w2

are the weights assigned to the blocks of topic terms and
pro/con terms correspondingly (w1 + w2 = 1), m is the
total number of topic terms for topic i, and n is the total
number of pro/con terms we select. The whole idea of the
query is to assign each topic term a weight of w1

m
, and each

pro/con term a weight of w2
n

. We have tested w1 with 0.3,
0.4, 0.5, 0.6, and 0.8, and n with 50, 80, 100, 200, 300, 500,
and 1000. Our best result (reported in Section 4.5) comes
with w1 = 0.3, w2 = 0.7, and n = 100. It is important
to recognize that these paramaters were chosen based on
results from the same test collection; this is the best we can
do until a separate development test set becomes available.

4.5 Results
Our topic and pro/con retrieval system achieves a MAP

score of 0.2857 for 49 topics, a 4.2% improvement over our
baseline (with a MAP score of 0.2743), and a 3.3% improve-
ment over TitleTrans (the best system of TRENCENT 2005,
with a MAP score of 0.2765). Both our pro/con system
and baseline are evaluated with the same query-relevance
set (qrels) at the full relevance level. A Wilcoxon signed-
rank test for paired samples shows that the difference of
MAP scores between our pro/con retrieval system and our
baseline is statistically significant at p < 0.05, and that the
difference of MAP scores between our system and TitleTrans
is marginally statistically significant at p = 0.05.

A comparison between our topic and pro/con retrieval
system and the baseline by category (as shown in Table 5)
reveals that major MAP improvements happen in the A and
E categories. Table 6 shows the number of topics for which
our system’s MAP increases or decreases (compared with
the baseline) by category. Category B and C have a half

Category Topics Topics MAP Up Topics MAP Down

A 27 18 9
B 10 5 5
C 9 5 4
D 3 2 1
E 3 3 0

Table 6: Number of topics for which Rocchio
pro/con system’s MAP increased or decreased by
category.

of the topics for which our system’s performance improves,
and the other half decreases. Category A have 2/3 of the
topics for which the our system’s performance improves, and
the other 1/3 decreases. This suggests that some topics in
the B and C categories may be inappropriate for pro/con
retrieval, or need to be better defined for pro/con relevance
judgment, and topics in category A and E are largely better
defined for pro/con retrieval. Interestingly all the three top-
ics in category E have shown MAP improvements, and we
wondered whether that this might have happened by chance.
A t-test on category E indicates some evidence that the two
sets of MAP scores are drawn from different distributions,
with only an 11% chance that the distributions are the same
(two-tailed test). The t-test has proven to be a reliable basis
for comparing the effectiveness of two information retrieval
systems [25] even though the assumption of normality is not
necessarily satisfied.

5. CONCLUSION AND FUTURE WORK
We have done an exploratory evaluation of the W3C mail-

ing list test collection through a topic type analysis and an
inter-assessor agreement analysis within each topic category.
With that background, we then directly explored the utility
of the collection by using it to evaluate a topic and pro/con
retrieval system. Here we describe our conclusion and future
work for those two issues.

5.1 Test Collection Evaluation and Design
The inter-assessor agreement analysis of the W3C mail-

ing list test collection reveals that the relevance judgments
are generally useful. A Kendall’s tau of 0.763 for topical
relevance judgments and a tau of 0.776 for pro-con rele-
vance judgments indicate that the rankings of two systems
have important differences between the primary and sec-
ondary judges but are still significantly correlated. How-
ever, the direct inter-assessor agreement scores are relatively
low - for the inter-assessor agreements on topical relevance
judgments, topic-averaged overlap is 0.29 and overall kappa
is 0.42, and for the agreements on pro-con relevance judg-
ments, topic-averaged overlap is 0.275 and overall kappa is
0.3. This indicates that the relevance judgments could be
improved. We notice that full relevance judgments across
some topic types are more likely to be lower than those
across other topic types whereas topical relevance judge-
ments across topic types are more likely to be the same,
then we notice that topic type has a significant effect on
the agreement of full (but not topical) relevance judgments
whereas topic does not; however, the effect of one variable



depends on the level of the other variable.
When looking at the topic categories, we find that some

categories have more of a pro/con nature. Intuitively the
topics in the B category (method, tip, solution) may not
lend to pro/con discussions since methods or solutions (such
as ways of fixing a bug) may not generally activate pros or
cons. Many of the topics in the C category (i.e., discuss an
issue) are vaguely defined, which may lead to difficulties of
making pro/con judgments. In other words, at least some of
the topics in category B and C may not be appropriate for
pro/con relevance judgment and could be better defined for
this purpose. This is further validated with our topic and
pro/con retrieval system.

The purpose of the inter-assessor agreement analysis across
topic types is to design a better test collection. Having a bet-
ter test collection will give us a better experimental platform
for pro/con retrieval. We may improve the W3C mailing list
test collection by balancing the topic types. Currently we
have half of the topics in category A. Our original expecta-
tion was that the topics in the W3C mailing list test collec-
tion topics would focus on issues like design rationale, but
category F (reason, design rationale) has only 1 topic (Topic
1). Interestingly Topic 1 has high pro/con inter-assessor
agreement scores (the agreement overlap is 0.44 and kappa
is 0.61) but has no partially relevant documents. We may
want to develop more topics in that category.

Fundamentally we need an information needs study for
the test collection. So far all the topics have been devel-
oped based on assumed user needs and tasks. Since a test
collection should be created in a way that models actual
information access task, we need to understand what real
users want to know from this collection and how real users
want to search mailing lists. Our current system could serve
as a basis for doing user needs studies and search process
research, and understanding user needs would allow us to
understand the search processes, which would in turn allow
us to design a better system to support the search processes
and user needs. Iterations of that cycle will help design a
better test collection.

For the DS task of TRECENT 2006, we may find a way
to improve the inter-assessor agreement by improving the
process by which the test collection is built, such as better
defining the topics for pro/con retrieval. Essentially pro/con
judgments sometimes are very hard, as experienced by some
of the participants of the TRECENT 2005, since determin-
ing subjectivity is necessarily a subjective task! Therefore,
clear definitions of the topics may help the judges. For
instance, giving examples of pro/con statements might be
helpful.

5.2 Topic and Pro/Con Retrieval System
To explore use of the test collection, we have designed a

topic and pro/con retrieval system in a Rocchio style. Our
system achieves a 4.2% improvement of MAP score over our
baseline, indicating that the pro/con relevance judgments
are useful. However, the major improvements happen to
the topics in category A and E, indicating that the topics in
A and E are more appropriate or better defined for pro/con
judgments than the topics in categories B, C and D.

Much could be done to design a better topic and pro/con
classification system. First of all, we could tune various
types of weights in the current system. Currently all the
pro/con words are assigned a same weight. We could assign

higher weights to terms with higher log-odds ratios. We
could develop a better weighting scheme for combining the
ranked lists generated by topic retrieval and by pro/con re-
trieval. The round-robin method generates a similar pro/con
feature vector for each topic (with minor pairwise differ-
ence), hence the pro/con feature vector contributes less vari-
ance to the ranking of retrieved documents than the topic
terms do. We could also normalize scores across topics in
some way, thus mitigating one source of random variation
that exists in our present approach.

Second, we have used all the 48 remaining topic for train-
ing; however, for a topic in a category, we may apply the
remaining topics in this category for training instead. This
will allow us to examine the quality of training data category
by category.

Third, we may apply other classification methods, such
as SVM, Naive Bayes, Maximum Entropy, etc. SVM is con-
sidered as good for binary classification tasks and has good
performance [6, 32], but it requires lots of training data. We
may want to try it out.

Finally, we may develop separate models for detecting
pros and cons, and attitudes and opinions. This requires
a better understanding of pro/con statements and opin-
ion/attitude expressions. Do we care more about an opinion
statement that a piece of software is difficult to use due to
a high learning curve or do we care more about an attitude
statement that a person still likes the piece of software even
though it is difficult to use? If a user’s information needs
require us to differentiate between them, we would have to
address these classification tasks.
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APPENDIX



Topic Type Ovlp-p Ovlp-t Kap-p Kap-t Kap-3

3 A0 1 0.75 1 0.85 0.88
6 A0 0.14 0 0.24 0 0.20
8 A0 0.33 0.42 0.47 0.55 0.43
12 A0 0.42 0.32 0.58 0.47 0.43
23 A0 0 0 0 0 0
24 A0 0.18 0.12 0.29 0.14 0.14
28 A0 0.46 0.60 0.62 0.74 0.61
29 A0 0.22 0.29 0.30 0.39 0.31
32 A0 0.21 0.20 0.32 0.29 0.23
35 A0 0 0.04 0 0.05 0.03
38 A0 0.32 0.32 0.38 0.32 0.27
49 A0 0.21 0.40 0.31 0.51 0.34
51 A0 0.17 0.22 0.25 0.27 0.23
52 A0 0.53 0.94 0.69 0.97 0.77
55 A0+B 0.20 0.32 0.28 0.34 0.23
56 A0+D1 0.42 0.49 0.56 0.62 0.51
59 A0+B 0.17 0.10 0.28 0.13 0.10
60 A0 0.08 0.29 0.21 0.42 0.27

A0 Overall 0.26 0.35 0.38 0.37 0.29

5 A1 0.03 0.04 0.05 0.05 0.04
43 A1 0.03 0.11 0.05 0.15 0.08

A1 Overall 0.03 0.08 0 0.02 0

2 A2 0.24 0.14 0.38 0.23 0.20
15 A2 0.71 0.52 0.82 0.68 0.68
36 A2 0.33 0.35 0.37 0.37 0.34
37 A2 0.31 0.42 0.38 0.44 0.36

A2 Overall 0.40 0.36 0.46 0.46 0.40

42 A3 0.28 0.43 0.35 0.47 0.37
48 A3 0.29 0.14 0.44 0.22 0.22

A3 Overall 0.29 0.29 0.38 0.43 0.35

A Overall 0.27 0.32 0.37 0.36 0.29

7 B 0.29 0.35 0.42 0.46 0.39
10 B 0.21 0.25 0.32 0.35 0.25
16 B 0.33 0.30 0.46 0.42 0.40
17 B 0.50 0.80 0.66 0.89 0.72
19 B 0.15 0.20 0.13 0.12 0.09
21 B 0.14 0.43 0.23 0.58 0.38
30 B 0.26 0.12 0.40 0.16 0.13
47 B 0.05 0.29 0.06 0.24 0.08
55 A+B 0.20 0.32 0.28 0.34 0.23
59 A+B 0.17 0.10 0.28 0.13 0.10

B Overall 0.23 0.32 0.26 0.33 0.22

13 C 1 1 1 1 1
14 C 0.50 0.45 0.64 0.58 0.53
25 C 0.30 0.47 0.46 0.62 0.49
27 C 0.10 0.05 0.15 0.05 0.07
31 C 0.35 0.49 0.49 0.62 0.48
34 C 0.20 0.24 0.23 0.16 0.14
45 C 0.11 0.20 0.16 0.29 0.23
46 C 0.73 0.82 0.84 0.90 0.85

C Overall 0.41 0.47 0.38 0.38 0.31

18 D0 0 0.11 0 0.19 0.09
33 D1 0.36 0.35 0.50 0.46 0.40
44 D1 0.21 0.29 0.29 0.32 0.22
56 A0+D1 0.42 0.49 0.56 0.62 0.51

D1 Overall 0.33 0.38 0.50 0.50 0.41

D Overall 0.25 0.31 0.49 0.50 0.41

40 E 0.05 0.12 0.08 0.18 0.11
58 E 0.03 0.55 0 0.42 0.14

E Overall 0.04 0.34 0 0.54 0.24

1 F 0.44 0.32 0.61 0.47 0.35

Table 7: Inter-assessor agreement on 48 topics by
topic types in detail.
Note: Notations (such as Ovlp-p, etc.) same as Table 2.


