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Abstract

This chapter provides historical overview of Condition C and strong crossover (SCO). We will show how these conceptions grew out of investigations into studies on conditions on backward pronominalization in English. For this purpose, first we will examine the origin of the notion of c-command by reviewing Ross 1967, Langacker 1969, Lasnik 1976, and Culicover 1976. Then, we will illustrate how the core ideas of the Condition C account of SCO had been developed by examining Postal 1971, who first discussed SCO, and Wasow 1972, who reduced SCO to a condition on backward pronominalization. After reviewing alternative approaches to SCO and attempts to extend the Condition C account to related domains, we will discuss problems of the Condition C acount, which are raised by Higginbotham (1980, 1983) and Cable (2006).
1
Introduction
This chapter provides a historical overview of Condition C and strong crossover. These conceptions grew out of investigations into anaphoric relations in English begun in Chomsky 1955 and elaborated by Lees and Klima (1963). In these early approaches, pronouns are derived from full nominals via transformation. For example, Lees and Klima’s (1963) pronominalization rule (1) generates sentences involving forward pronominalization such as (2), where the pronouns follow their antecedents.

(1) Pronominalization (Lees and Klima 1963:20)

X-Nom-Y-Nom(-Z → X-Nom-Y-Nom(+Pron-Z


where Nom = Nom′ and where Nom is in a matrix sentence while Nom( is in a 
constituent sentence embedded within that matrix sentence.

(2) a.
John told Mary to protect him.


b.
John thought Mary would protect him.

On the other hand, their pronominalization rule cannot generate backward pronominalization sentences, where pronouns precede their antecedents. As Harris (1957) and Lees (1960) observe, however, sometime pronouns precede their antecedents:

(3) a.
If hei can Billi will do it.



           (Harris 1957:314)


b.
That hei flunked disappointed John1.



 (Lees 1960:103)

One might argue that we can accommodate backward pronominalization if we make Lees and Klima’s (1963) rule disjunctive as in the following:

(4) X-Nom-Y-Nom(-Z →


a.
X-Nom-Y-Nom(+Pron-Z or


b.
X-Nom+Pron-Y-Nom(-Z

However, it is not always the case that pronominalization can apply in both directions, as illustrated in (5).

(5) a.
Oscari wasn’t disturbed that hei was unpopular.


b.       *Hei wasn’t disturbed that Oscari was unpopular.


c.
It would get your brotheri into trouble for himi to refuse to pay taxes.


d.       *It would get himi into trouble for your brotheri to refuse to pay taxes.



(Ross 1967b:189)
Thus, we need to allow backward pronominalization but constrain its application.


Chomsky’s (1981) Condition C of binding theory (an R-expression is A-free) functions as such a constraint. In the ungrammatical instances of backward pronominalization above, pronouns A-bind their antecedents while in the grammatical instances, they do not. In section 2, we will illustrate how Condition C grew out of research into backward pronominalization.


Strong crossover phenomena, first discussed by Postal (1971), are illustrated by the following:

(6) *Whoi does Mary think hei hit ti?

Chomsky (1981) attributes strong crossover to a Condition C violation given the assumption that traces left behind by Wh-movement are R-expressions. In section 3, after giving an overview of Postal 1971 and Wasow 1972 as origins of the Condition C account for strong crossover, we will present Chomsky’s (1981) Condition C account and its alternatives proposed by Lasnik (1976) and Chomsky (1982). Section 4 will be concerned with extensions of the Condition C account to related domains: improper movement and complex adjectival constructions. In section 5, we will consider potential problems for the Condition C account discussed by Higginbotham (1980, 1983) and Cable (2006).

2.
Origins of Condition C: Conditions on Backward 
Pronominalization
2.1.
Ross 1967b and Langacker 1969

Ross (1967b) and Langacker (1969) argue that forward pronominalization can freely apply while the application of backward pronominalization is constrained. Ross’s (1967b) pronominalization rule is the following:

(7) Pronominalization (Ross 1967b:1674)
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Conditions:


a.
2 = 4


b.
The structural change shown on line (i) above, forward pronominalization, is 



subject to no conditions.


c.
The structural change shown on line (ii) above, backward pronominalization, 

is only permissible if the NP in term 2 of the structural description (SD) is 


dominated by (i.e. contained in) a subordinate clause which does not dominate 



(contain) the NP in term 4 of the SD.

According to (7c), backward pronominalization is possible only if it goes down into subordinate clauses. This condition can distinguish between (5b) and (5d) on the one hand and (8) on the other hand.
(8) a.
That hei was unpopular didn’t disturb Oscari.


b. 
For himi to refuse to pay taxes would get your brotheri into trouble.


(Ross 1967b:1670)

In (5b) and (5d), the pronouns are in the matrix clauses and their antecedents are in the subordinate clauses. In (8), in contrast, the pronouns are in the subordinate clauses while their antecedents are in the main clauses.


Although Langacker (1969), unlike Ross (1967b), does not commit himself to a transformational view of anaphoric relations, his constraint on backward pronominalization is almost the same as Ross’s.

(9) Constraint on pronominalization (Langacker 1969:168)


NPa may be used to pronominalize NPp unless


a.
NPp precedes NPa; and either


b.
NPp commands NPa; or


c.
NPa and NPp are elements of separate conjoined structures,



where NPp stands for a noun phrase that reduces to a pronoun and NPa stands 

for its antecedent.

According to (9a) and (9b),
 a pronoun can precede its antecedent only if the former does not command the latter. The notion of command is defined as follows:

(10) Command (Langacker 1969:167)


A node A commands another node B if


a.
neither A nor B dominates the other; and


b.
the S-node that most immediately dominates A also dominates B.

Given this definition, Langacker’s (1969) constraint can account for the contrast between (5b) and (5d) on the one hand and (8) on the other hand, as Ross’s (1967b) can. In (5b) and (5d), pronouns (he and him) command their antecedents (Oscar and your brother), not allowing backward pronominalization. In contrast, in (8), the pronouns do not command their antecedents, allowing backward pronominalization.


Although Ross’s (1967b) constraint and Langacker’s (1969) are almost identical, they make different predictions in a certain environment, as Ross (1967a) argues.
 According to Langacker (1969), sentences like (11a) are derived from the structure in (12).

(11) a.
I gave the book to Harveyi because hei asked me to.


b.
I gave the book to himi because Harveyi asked me to.
      (Ross 1967a)

(12) [image: image1.png]



In (12), the first Harvey commands the second one. Therefore, Langacker’s (1969) constraint can rule out (11b). Furthermore, the first Harvey is not in the subordinate clause. Thus, Ross’s (1967b) constraint can equally account for the unacceptability of (11b).


However, Ross (1967a:360) argues that the structure in (13) is “in far better accord with intuitions about the constituency of [(11a)] than is [(12)]”.
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In this structure, the first Harvey does not command the second one. Thus, Langacker’s (1969) constraint predicts that backward pronominalization is allowed, contrary to fact.
 On the other, hand, the first Harvey is not in a subordinate clause, as in (12). Therefore, Ross’s (1967b) constraint can account for the impossibility of backward pronominalization.

2.2.
Lasnik 1976

Lasnik (1976) argues that transformational approaches to pronominal anaphora must be supplemented by a disjoint reference rule.  He observes that a pronoun can be used in a situation where neither a sentence involving the pronoun nor some preceding sentence contain an antecedent for the pronoun:

Consider a situation in which an unpopular man is present at a party. He is there for an hour during which period he is avoided by all, no one even mentioning his name. Finally, he storms out in a huff. It would be neither unacceptable, nor incomprehensible nor bizarre for someone at this point to remark, “Well, he’s left”. (Lasnik 1989 : 90–91)

Lasnik (1976) argues, following Postal 1966, that this fact suggests that “at least some instances of pronouns (. . .) are present in the base.”


If pronouns can be freely generated in the base, however, there is no way to rule out sentences like (14).

(13) *Hei finally realized that Oscari is unpopular.

          (Lasnik 1989:94)

Ross’s (1967) condition on pronominalization in (7c) can prevent (14) from being derived from (15a). However, if pronouns can also be generated in the base, (15b) is another possible underling structure, in which a pronoun with the same index as the full NP appears in the base.

(14) a.
Oscari finally realized that Oscari is unpopular.


b.
Hei finally realized that Oscari is unpopular.
In order to prevent “accidental” coreference like this, Lasnik (1976) argues that a disjoint reference rule is required:

(15) If NP1 precedes and kommands NP2 and NP2 is not a pronoun, then NP1 and NP2 are disjoint in reference.





         (Lasnik 1989:102)

(16) A kommands B if the minimal cyclic node dominating A also dominates B.


(Lasnik 1989:101)

This filtering device correctly rule out (14) even when it is derived from (15b).

2.3.
Culicover 1976

Culicover’s (1976) constraint on backward pronominalization is the same as the later Condition C except that the former mentions stress.

(17) Culicover’s (1976) Constraint on Backward Pronominalization 

If . . . PRO1 . . . NP2 . . . then 1 and 2 are coreferential


only if 1 and 2 are unstressed and 2 is not in construction with 1.

(18) A constituent is in construction with another constituent if the former is dominated by the first branching node that dominates the latter.
(Culicover 1976:110)

The notion of in construction with is proposed by Klima (1964) in his investigations of scope of negation. This notion is the converse of the first version of c-command subsequently proposed by Reinhart (1976):

(19) Node A c (constituent)-commands node B iff the branching node most immediately dominating A also dominates B.



(Reinhart 1983a : 18)


In construction with is more restrictive than command. Thus, the pronouns in both sentences in (21) command their antecedents while only in (21a) is the antecedent in construction with the pronoun.

(20) a.       *Hei saw a snake near Johni.


b.
Hisi brother saw a snake near Johni.


(Culicover 1976 : 110)

Therefore, Culicover’s (1976) constraint can account for the contrast between these sentences while Langacker’s (1969), which relies on command, cannot. Furthermore, Ross’s (1967) constraint cannot account for this contrast either since it is stated in terms of the notion of subordinate clauses: neither he in (21a) nor his in (21b) is in a subordinate clause.


However, Langacker (1969) argues that the constraint on backward pronominalization cannot be correctly stated in terms of in construction with, based on the unacceptability of (22b).

(21) a.
I knew Harveyi when hei was a little boy.


b.      *
I knew himi when Harveyi was a little boy.

      (Langacker1969:175)

Langacker assumes that (22b) has the structure in (23).

(22) [image: image3.png]Harvey,

Vas a il boy




In (23), Harvey is commanded by him but is not in construction with him. Therefore, the constraints that are stated in terms of command can account for (22b) while Culicover’s (1976) constraint cannot.


However, the following acceptable cases seem to support Culicover’s (1976) constraint.

(23) a.
Mary hit Johni before hei had a chance to get up.


b.
Mary hit himi before Johni had a chance to get up.

  (Lakoff 1968:6)

(24) Mary gave himi a dollar bill before Sami had a chance to refuse.
  (Lakoff 1968:6)

On the other hand, in order to accommodate these data, the other approaches require an ad hoc assumption as in Lakoff’s (1968) constraint that only applies to pronouns in the subject position.
3.
Strong Crossover
3.1.
Postal 1971

Lees and Klima (1963) observe that reflexive sentences cannot be passivised in English, as shown in (26).

(25) a.
I saw myself.


b.      *
I was seen by myself.


c.      *
Myself was seen by I/me.




(Postal 1971:7)

Lees and Klima (1963) suggest that (26c) and (26b) can be accounted for by constraining the passive transformation not to apply to coreferential NPs.


Postal (1971), however, argues that Lees and Klima’s (1963) construction-specific approach is inadequate by showing that the passive-reflexivization incompatibility is not isolated but is an instance of a more widespread phenomenon. He observes that unacceptability is generally produced when a transformation moves an NP crossing another NP coreferential with it, as illustrated in the following:

(26) Tough-movement

a.
It was difficult for me to shave myself.


b.     *
I was difficult for me to shave.


c.     *
Myself was difficult for me to shave.



(Postal 1971:30)

(27) About-movement

a.
Schwarz1 talked to Harry2 about himself1/2.


b.
Schwarz1 talked about Harry2 to himself1/∗2.


(Postal 1971:37)

(28) Psych-movement

a.
I am annoyed with myself.


b.      *
I am annoying to myself.


c.      *
Myself is annoying to me.




(Postal 1971:48)

(29) Wh-movement in Matrix Question

a.       *
Whoi does Mary think hei hurt?


b.      *
Whoi did the police accuse himi of trying to enrich?

(Postal 1971:74)

(30) Wh-movement in Embedded Question

a.       *
I know whoi hei shaved.


b.       *
I know whoi Charley thinks hei hurt.


c.       *
I know whoi the police accused himi of trying to enrich.
(Postal 1971:82)

(31) Relativization

a.       *
The onei who Charley thinks hei hurt


b.        *
The one whoi the police accused himi of trying to enrich


c.       *
The onei who shei knows Bill hates



(Postal 1971:83)

Given this observation, Postal (1971) proposes the Crossover Principle:

(32) The Crossover Principle (a paraphrase of Postal’s (1971:181) Cross-Over VI)

A transformation T cannot move NPj across NPk if

a.
NPj and NPk are coreferential
 and


b.
NPj is a term that is mentioned in T and


c.
NPj  and NPk have not been pronominalized (or reflexivized) at the point 

where T applies and either


d.
T is a variable movement rule or


e.
T is a constant movement rule and NPj  and NPk  are both clause-mates and 

peers.


Postal (1971) calls NPs that satisfy the condition in (33c) pronominal virgins. This condition is posited in order to account for the following contrast:

(33) a.
Himselfi, Tonyi always buys things for.


b.      *
Himi, Tonyi said Harry insulted.


(Postal 1971:145)

Topicalization, which is called Y-movement by Postal (1971), applies to these sentences. As (34) shows, Topicalization obeys the crossover principle only if the moved NP is a pronoun like him; when the moved NP is a reflexive like himself, Topicalization does not obey the crossover principle. He argues that (33c) can account for this contrast between pronouns and reflexives if the ordering of the relevant rules is as in the following:

(34) Reflexivization

Topicalization (Y-movement)

Pronominalization

Given this ordering, the representations for (34a) and (34b) right before Topicalization is applied are as in (36a) and (36b), respectively.

(35) a.
Tony always buys things for himself.


b.
Tony always said Harry insulted Tony.

The representation in (36a) does not satisfy (33c) while that in (36b) does. This is why Topicalization involving a reflexive, unlike a pronoun, does not exhibit the crossover effect.


Disjunctive conditions like (33d) and (33e) are posited in order to account for an asymmetry between a variable movement and constant movement, which roughly correspond to A’-movement and A-movement, respectively. Constant movement rules such as Passive, psych-movement, about-movement, tough-movement, and it-replacement (raising) do not induce the crossover effect when the relevant NPs are not clause-mates, as illustrated in the

following:

(36) a.
The boy who annoyed Charleyi was criticized by himi.


b.
The boy who Charleyi liked was tough for himi to visit.


c.
The boy who annoyed Charleyi seemed smart to himi.


d.
I talked about the boy who liked Charleyi to himi.


e.
The boy who hated Charleyi struck himi as dumb.
       (Postal 1971:65–66)
On the other hand, variable movement rules such as Wh-movement and relativization (Wh-Q-movement and Wh-Rel-movement in Postal’s terms) do induce the crossover effect even if the relevant NPs are not clause-mates, as shown in the following:

(37) a.
I know whoi Charley thinks hurt himselfi.


b.      *
I know whoi Charley thinks hei hurt.



(Postal 1971:82) 

(38) a.
The man whoi Charley thinks hurt himselfi.


b.      *
The one whoi Charley thinks hei hurt.



(Postal 1971:83)


Postal (1971:181), however, observes that the clause-mate condition “is necessary but not sufficient”. The following data indicate that there are cases in which constant movement rules do not induce crossover effects even if the relevant NPs are clause-mates:

(39) a.
Harryi insulted hisi brother.


b.
Harryi’s brother was insulted by himi.


c.
It was easy for Harryi to insult hisi brother.


d.
Harryi’s brother was easy for himi to insult.


e.
Harryi was annoyed by hisi brother.


f.
Harryi’s brother was annoying to himi.

           (Postal 1971:167)

(40) a.
Harryi’s brother insulted himi.


b.
Harryi was insulted by hisi brother.


c.
It was easy for Harryi’s brother to insult himi.


d.
Harryi was easy for hisi brother to insult.


e.
Harryi’s brother was annoyed with himi.


f.
Harryi was annoying to hisi brother.


           (Postal 1971:168)
In order to account for this, Postal (1971) appeals to the notion of peers, which is defined as in the following:

(41) Two NPs, NP1 and NP2, neither of which dominates the other nor is coordinate 

with the other in a phrase marker P are peers with respect to a node Si, just in case the 
paths between each of these NP and Si are such that they contain no NP-nodes not 
separated from the starting point NP, NP1 or NP2, by a node S. (Postal 1971:179)
According to this definition, NP1 and NP2 in (43a) are peers while NP1 and NP3 are not peers because the path between Si and NP3 contains NP2, which is not separated from NP3 by an S-node. On the other hand, NP1 and NP3 are peers in (43b) even though the path between Si and NP3 contains NP2 since NP2 is separated from NP3 by Sj.

(42) a.
[Si [NP1 Charley] likes [NP2 [NP3 his] house]].


b.
[Si [NP1 Charley] criticized [NP2 the boy who [Sj annoyed [NP3 him]]]

With this definition in mind, let us consider (40) and (41). The relevant pair of NPs in these sentences are not peers. For example, in (40b), Harry and him are not peers since the path between the matrix S and Harry contains the NP (Harry’s brother), which is not separated from Harry by an S-node. As a result, (33e) is not satisfied. Thus, crossover effects are not induced.

The peerhood restriction does not hold for variable movement rules, as shown in the following:

(43) a.
Someonei saw hisi ghost.


b.       *
Whosei ghost did hei see?


c.
Whoi saw hisi ghost?


d.      *
The onei whosei ghost hei saw


e.
The onei whoi saw hisi ghost



      (Postal 1971:165)

(44) a.
Somebodyi's ghost scared himi.


b.     *
Whoi did hisi ghost scare?


c.
Whosei ghost scared himi?


d.     *
The onei whoi his ghost scared


e.
The onei whosei ghost scared himi


      (Postal 1971:165)

In these examples, the crossover effect is induced even if the relevant NPs are not peers.


Let us next consider the “mention” condition in (33b), which Postal (1971) attributes to Ross (1967a). The “mention” condition is required in order to account for the following examples:
(45) What claims which referred to Billi did hei deny?


(Postal 1971:89)

(46) a.
Which of the men who visited himi did Tonyi disagree with?


b.
What man who insulted Maryi did shei end up dating?
(Postal 1971:91)
These examples are derived by a variable movement rule (Wh-movement rule). Thus, we cannot resort to the clause-mate condition to account for the acceptability of these sentences since the clause-mate condition is operative only for a constant movement rule. The “mention” condition in (33b), which is operative for both rules, can account for this. The moving NPs (i.e., the NPs that are mentioned in a transformation rule) are not coreferential to the NPs over which they cross in these examples. Thus, the “mention” condition is not satisfied. As a result, crossover effects are not induced.

Examples like (48), however, appear to be incompatible with the “mention” condition.

(47) a.      *
Whosei father did hei disagree with?


b.      *
Whosei mother's brother did shei marry?


c.      *
the man whosei son hei loved




(Postal 1971:90)

In these examples, the larger NPs that contain the relevant NPs are moved. Thus, it is predicted that the crossover effect is not induced, contrary to fact. Postal (1971) uses the Pied-Piping convention, which is proposed by Ross (1969a), in order to account for the difference between (46)/(47) and (48). “[The Pied-Piping] convention says that a transformation which reorders an NP can, if its structure index meets certain conditions, also optionally reorder not only that NP but any “larger” NP, that is, one which dominates it, provided no S-node or coordinate node intervenes between the one to be moved and the one actually “mentioned” in the structure index” (Postal 1971:93). Given this convention, we can consider the Wh-phrases in (48) as the mentioned NPs rather than the actually moved, larger NPs that contain them. As a result, these examples satisfy the “mention” condition, inducing the crossover effect.


One might argue that we can account for the difference between (46)/(47) and (48) without relying on the “mention” condition and the Pied-Piping convention if we revise the condition in (33d) as follows:

(48) T is a variable movement rule and NPj and NPk are clause-mates.

With this condition, we can account for the difference because in (46) and (47), the relevant NPs are not clause-mates while in (47), they are. This condition, however, does not work since as we saw in (38) and (39), repeated here as (50) and (51), the clause-mate condition should not apply to variable movement rules.

(49) a.
I know whoi Charley thinks hurt himselfi.


b.       *I know whoi Charley thinks hei hurt.



(Postal 1971:82)

(50) a.
The man whoi Charley thinks hurt himselfi

b.       *The one whoi Charley thinks hei hurt



(Postal 1971:83)

Therefore, the “mention” condition (and the Pied-Piping convention) is required.

3.2.
Wasow 1972

Wasow (1972) argues that Postal’s (1971) crossover principle is inadequate to account for crossover effects partly, because it cannot distinguish “strongly crossed sentences” and “weakly crossed sentences” (Wasow 1972:137). The former correspond to what are commonly called strong crossover sentences and the latter weak crossover sentences. (52) illustrates strong crossover sentences and (53) weak crossover sentences.

(51) a.       *
Whoi did hei say Mary kissed?


b.      *
The mani whoi hei said Mary kissed was lying.
          (Wasow 1971:135)

(52) a.       ?
[How many copies of Aspects]i does [your friend who collects themi] own?


b.       ?
[Which well-known actor]i did [the policeman who arrested himi] accuse of



being drunk?





          (Wasow 1972:137)

Wasow (1972:137) claims that “although weakly crossed sentences would violate a crossover constraint [(the crossover principle)], they are far less deviant than strongly crossed sentences”. Postal’s (1971) crossover principle predicts that they are equally unacceptable. Given this fact, Wasow (1972) rejects the crossover principle and reduces strong crossover to a constraint on backward pronominalization. His constraint is the following:

(53) Constraint on Backward Pronominalization (Wasow 1972:52)


If an NP serves as the antecedent of a definite pronoun to its left, the pronoun must be 
more deeply embedded than the NP.

He does not give a formal definition of the notion of “more deeply embedded”. Instead, he just lists the cases where a pronoun is considered to be more deeply embedded, the cases where it is not, and the cases where there is variation among speakers, as in the following:

(54) a.
“[I]f a pronoun is dominated by a cyclic node [(NP and S)] not dominating the



NP, then the pronoun will be considered, by convention, to be more deeply



embedded.”


b.
“[I]f the pronoun is part of a prepositional phrase, the NP is not, and the NP



commands the pronoun, then the pronoun is more deeply embedded.”


c.
“[I]f the pronoun is the subject or object of a sentence containing the NP, the



the pronoun is not more deeply embedded.”


d.
“[I]f the pronoun is a possessive determiner, linguistic theory will not specify



whether the pronoun is more deeply embedded than the NP, so that individual 

speakers are free to make their own determination.”           (Wasow 1972:52)

The case of (55a) and that of (55b) are illustrated by (56) and (57), respectively.

(55) Because hei was famous, Johni always wore dark glasses.
        (Wasow 1972:49)

(56) Near himi, Johni saw a snake.




        (Wasow 1972:51)

The following examples illustrate the case of (55c):

(57) a.
*Hei always wore dark glasses because Johni was famous.


b.
*Mary wouldn’t see himi anymore after meeting John’s wifei.











        (Wasow 1972:49)

Wasow (1972:52) observes that in the cases where the pronoun is a possessor, “speakers of English exhibit a wide range of reactions, from full acceptance to almost total rejection.” Thus, he found across-speaker variation in acceptability of sentences like the following:

(58) ?Hisi mother loves Johni.




           (Wasow 1972:52)

He posits the exceptional condition (55d) for this.


Crucial ingredients for his analysis consist of trace theory and the Transitivity Condition, which are attributed to Peter Culicover and Ray Jackendoff, respectively. Wasow (1972:139) proposes that Wh-traces have the following properties:

(59) a.
Wh-movement leaves “a phonetically null copy” (trace) of a Wh-phrase in 
the base-generated position.


b.
The trace left behind by Wh-movement must enter into an anaphoric relation 

with the moved Wh-phrase.


c.
The trace left behind by Wh-movement is marked with [–pro]. 

Given these assumptions, let us consider strong crossover sentences like (61).

(60) *Whoi did hei say Mary kissed t
The Wh-phrase who and its trace t enter into an anaphoric relation by assumption. If the Wh-phrase also enters into an anaphoric relation with the pronoun he, then the trace and the pronoun also must enter into an anaphoric relation by the Transitivity Condition:

(61) Transitivity Condition

If A, B, and C are three elements in a sentence such that an anaphoric relation 
holds between A and B and an anaphoric relation holds between B and C, then the 
sentence is marked ungrammatical unless an anaphoric relation holds between A 
and C.







(Wasow 1972:19)

However, this anaphoric relation between the pronoun and the trace is ruled out by the constraint on backward pronominalization. By hypothesis, the trace is not pronominal. Thus, the backward pronominalization relation holds between the pronoun he and the trace. The pronoun is not more deeply embedded than the trace. Therefore, the anaphoric relation between them is ruled out by the constraint on backward pronominalization.

3.3.
Chomsky 1981

Chomsky (1981), like Wasow (1972), attributes strong crossover effects to his condition on backward pronominalization, which is Condition C of binding theory:

(62) Condition C


An R-expression is A-free.

(63) a.
α is X-bound by β if and only if α and β are coindexed, β c-commands α, 
and β is in an X-position.


b.
α is X-free if and only if it is not X-bound.
R-expressions include full lexical NPs and variables.
 A trace left by Wh-movement is considered a variable. Because of this, Condition C can rule out strong crossover sentences as well as ordinary cases of impossible backward pronominalization:

(64) *Hei said Mary had kissed Johni.

(65) *Whoi did hei say Mary had kissed ti?


     (Chomsky 1981:193)

In (65), John is an R-expression and is A-bound by the pronoun he, violating Condition C. In (66), the trace is a variable, hence, an R-expression. The pronoun A-binds the trace, violating Condition C.

3.4.
Alternative Account of Strong Crossover

3.4.1.
Lasnik 1976

Lasnik (1976) proposes an alternative account for strong crossover effects. He attributes the contrast between the following sentences to a difference between variable-binding and coreferential binding:

(66) a.       *
Whoi does hei think can solve the problem?


b.
Who that Johni know does hei think can solve the problem? 










(Lasnik 1989:104)

Lasnik (1976) points out that two different relationships are involved in (67a) and (67b): the relationship between John and he in (67b) is coreference while that between who and he is variable-binding, which he assumes is a matter of scope, in (67a). The relationship of coreference is subject to his noncoreference rule:

(67) If NP1 precedes and kommands NP2, and NP2 is not a pronoun, then NP1 and NP2 are not coreferential.


definition: A kommands B if the minimal cyclic node dominating A also dominates B.
(Lasnik 1989:101)

On the other hand, variable-binding by a Wh-phrase becomes possible when a bound variable pronoun is under the scope of the Wh-phrase. Lasnik (1976) further proposes that “the scope of a Wh operator is assigned cyclically (that is, following the application of all syntactic rules on a cycle) and the noncoreference rule is applied last cyclically (following the syntactic rules on the final cycle)”.


Given this, in (67b), John can be coreferential with he since he does not both precede and kommand John at the point where the noncoreference rule applies (that is, after Wh- movement takes place). On the other hand, in (67a), he cannot be bound by who because he is not within the scope of who, which is the embedded clause (that is, the first cyclic domain).
(68) hei think [Swhoi can solve the problem]


Examples like (70) pose a potential problem for this analysis.
(69) *Whoi does hei hate?

In this sentence, the first cyclic domain is the entire sentence.  Thus, the scope of who should be the entire sentence. Then, it is unclear why he cannot be bound by who.


This problem might be solved if we reinterpret Lasnik’s (1976) analysis under the phase-based multiple Spell-Out model of syntax. Suppose that scope is assigned to a Wh-phrase cyclically phase-by-phase, that vP and CP are phases, and that subjects must be interpreted at Spec, TP at least in English. Then, he is not within the scope of who, as illustrated in the following:

(70) hei  [vP  whoi [ the  [VP hate twho ] ] ]

Who is assigned scope at the first phase (vP), which doe not include he. The assumption that subjects must be interpreted at Spec, TP is supported by the following example:

(71) *Anyone didn’t come to the party.
If subjects could be interpreted at their base-generated position, it is unclear why an NPI subject is not allowed in English. On the other hand, if subjects must be interpreted at Spec, TP in English, (72) can be accounted for since an NPI subject cannot be within the scope of negation.

3.4.2.
Chomsky 1982

Chomsky (1982) also proposes an alternative to the Condition C analysis of strong crossover. His analysis is based on the theory of functional determination of empty categories in which there is just one empty category the features of which are determined based on the environment in which it appears:

(72) Functional Determination of Empty Category


a.
An empty category is a variable if it is in an A-position and is locally A’-

bound.


b.
An empty category that is not a variable is an anaphor.


c.
An empty category that is not a variable is pronominal if it is free or locally 

A-bound by an antecedent with an independent θ-role.

It follows from (73b) and (73c) that an empty category that is not a variable is a pronominal anaphor (i.e. PRO) if it is (free or) locally A-bound by an antecedent with an independent θ-role. Given this, consider strong crossover sentences like the following:

(73) *whoi does hei think [ t’[ t likes Bill]]

Stipulating that a trace in COMP of an operator (t’) is excluded from the class of binders, Chomsky (1982) argues that the original trace (t) is PRO since it is not a variable and is locally A-bound by he, which has an independent θ-role. The PRO is governed by INFL of the embedded clause. Thus, the governing category for the PRO is the embedded clause. PRO is a pronominal anaphor and is subject to both Condition A and Condition B. The PRO in (74) is free in the embedded clause, violating Condition A.

Likewise, the trace in (75) is determined as PRO.
(74) *Whoi does hei like ti?

Its governing category is the entire sentence. It is bound by he within the governing category, violating Condition B. In this way, strong crossover effects can be attributed to either Condition A or Condition B under Chomsky’s (1982) analysis.
 This suggests, Chomsky (1982:36) argues, that “[Condition] C can be entirely eliminated, since strong crossover was in fact the most important reason for maintaining it”. However, it is not clear how other cases that are captured by Condition C would then be dealt with.


In fact, Epstein (1984) argues that even SCO is not fully handled by functional determination. Epstein, following Sportiche (1983), observes that the following example, abstractly an instance of SCO, is incorrectly allowed by Chomsky’s functional determination algorithm:

(75) Whoi did hei try [ t’i [ ti to go]]

The lower trace will be determined as PRO, and this is, in fact, a permissible position for PRO, unlike the situation in (74). Thus, both Condition A and Condition B are satisfied (vacuously, as always the case with allowable PRO in the Chomsky 1981, 1982 model). Epstein briefly considers a Case explanation, that variables require Case, but points out that that constraint will be ineffective here since the e at issue is not determined as a variable. But now notice that under Chomsky’s theory, there would then be no variable at all in the example, and that would run afoul of the Chomsky 1981, 1982 ban on vacuous quantification. Such an approach, unlike the ones suggested by Epstein, leaves intact Chomsky’s 1982 account of SCO, though the other objection mentioned above still remains.

4.
Extensions of Condition C Account to Related Domains
4.1.
Improper Movement: May 1979 and Chomsky 1981

May (1979) provides a Condition C-like account for the ban on improper movement (A–A’–A). He considers why sentences like (77a) cannot be derived as in (77b).

(76) a.       *Who decided Bill would hit?


b.
whoi [S  ei decided [S¯ ei [S  Bill would hit ei ] ] ]
(May 1979 : 720)

May’s (1979) index theory amounts to saying that if an element with a referential index c-commands an expression like a proper name or variable (nonapnaphors in his terms), they must be disjoint in reference. This is equivalent to Condition C. May (1979) explains (77a) with this condition. Assuming that traces in case-marked positions are replaced with variables at LF, he argues that the LF representation for the sentence (77b) is the following:

(77) LF Representation for (75b)


for which xi, xi a person [S  xi decided [S¯ ei [S  Bill would hit xi ] ] ]

In (78), the higher variable in the matrix clause c-commands the lower variable in the embedded clause, violating his disjoint reference condition.


Chomsky (1981:195–204) recasts May’s (1979) analysis in the government-binding framework and proposes a Condition C account for improper movement. According to him, the following sentences are ungrammatical because the variables in the embedded clauses are A-bound by the variables in the matrix clauses, violating Condition C.

(78) a.
*who [S  t tried [S¯ t' [S t to win ] ] ]

b.
*who [S  t thought [S¯ t' [S John would see t'' ] ] ]


c.
*who [S  t is possible [S¯ t' [S John will see t'' ] ] ]
    (Chomsky 1981: 195)

4..2.
Complex Adjectival Constructions: Chomsky 1986

Chomsky (1986) applies a Condition C account to the contrast between the following sentences:

(79) a.
Johni is too stubborn PROi to talk to Bill.

b.       *
Johni is too stubborn PROi to talk to.


    (Chomsky 1986 : 105)

As (80a) shows, the PRO subject in complex adjectival construction can be coreferential with the matrix subject when the object position of talk to is occupied by an overt NP. On the other hand, when the object position of talk to is null, the PRO subject cannot be coreferential with the matrix subject (it must be arbitrary), as shown in (80b).


Chomsky (1986) argues that the empty object position in (80b) is occupied by a variable bound by a null operator because it is neither A-trace (anaphor) nor PRO. It is not A-trace since the object position of talk to is a theta-position: movement from a theta position to another theta-position is prohibited by the Theta Criterion. It is not PRO either because the object position of talk to is a governed position. Therefore, a variable is the only option left. Given this, Chomsky (1986) assigns (80b) the following structure:

(80) Johni is too stubborn [Oi [PROi to talk to ti]]

This representation can be ruled out by a version of Condition C, which is given in the following:

(81) An r-expression is A-free (in the domain of the head of its maximal chain).

(Chomsky 1986:98)

The domain of an element is the minimal phrase containing it. Thus, the domain of ti is the embedded clause (the operator O is the head of the chain containing ti). If PRO is coindexed with John, it is also co-indexed with ti. Thus, PRO A-binds ti, violating Condition C. On the other hand, if PRO is arbitrary, hence not co-indexed with John, ti is A-free in the embedded clause, correctly satisfying this version of Condition C.
5.
Problem for the Condition C Account
5.1.
Higginbotham 1983

The following sentences pose a potential problem for the Condition C account of strong crossover:

(82) a.      *
[Whosei mother]j does hei love tj?

         (Higginbotham 1980:691)


b.      *
[Which biography of [which artist]i]j  do you think hei  wants to read tj? 








          (Higginbotham 1983:407)

In (83a) and (83b), the pronouns do not A-bind the traces since the pronouns and traces are not coindexed. Thus, Condition C does not seem to say anything about the unacceptability of these sentences.
 These examples could be ruled out as an instance of weak crossover because the antecedents move across the pronouns that do not c-command them. However, the degradedness of these examples is much more severe than that of weak crossover sentences. As Wasow (1972) observes, weak crossover sentences are less deviant than strong crossover sentences (see section 3.2). That is, the status of these sentences is more like that of strong crossover.


As Higginbotham (1980) argues, (83a) can be dealt with by Condition C if we assume reconstruction, which is proposed by Chomsky (1976). This process moves who out of whose mother and replaces the rest of the phrase containing the trace of who in its original position. This is illustrated in the following:

(83) whoi does [hei love [ ti mother]j]

In this representation, he A-binds the trace of who, violating Condition C.


However, Higginbotham (1980, 1983) argues that sentences like (83b) cannot be dealt with in the same way. This is so because (83b) involves two Wh-phrases, which cannot be reconstructed since they have to take scope at COMP. Thus, the trace that is A-bound by he cannot be created.


Although Higginbotham (1983) proposes an alternative to the Condition C account in terms of his linking theory in order to account for (83b), we will not go into it here. Instead, let us consider a possible way of reconciling (83b) with the Condition C account.


The Condition C account of strong crossover in examples like (83b) could be retained if we adopt Chomsky’s (1993) scattered deletion procedure that enables a quantificational element to split into the operator part and the restrictor part. Given the copy theory of movement, Chomsky (1993) proposes the scattered deletion procedure for A‘-chains. For example, the LF representation of sentences like (85a) can be (85b).

(84) a.
Which pictures of himselfi does John1 like ti?


b.
[which pictures of himselfi] does Johni like [which pictures of himself1]?

In (85b), the operator part of the A’-chain is interpreted at the higher position in the chain, allowing the wh-phrase to take scope over the sentence and the restrictor part is interpreted at the lower position in the chain, satisfying condition A.


Suppose that all Wh-phrases must move to an operator position to take scope. Then the LF representation for (83b) would be the following before the deletion procedure applies:

(85) [which artist] [which biography (of) [which artist]] do you think he wants to read [which biography (of) [which artist]]

In this representation, which artist moves out of the larger Wh-phrase to operator position. If the scattered deletion procedure applies to this LF representation, (87) is derived.

(86) [which artist] [which biography (of) [which artist]] do you think he wants to read [ which biography of [ which artist]]

In this representation, he c-commands the “trace” of its antecedent (i.e. the deleted copy of which of which artist), violating Condition C. In this way, if we adopt the scattered deletion procedure, we can save the Condition C account from Higginbotham’s (1983) counterexample.

5.2.
Cable 2008

Cable 2008 gives an interesting argument against the Condition C account of strong crossover, based on a difference between Condition C effects and strong crossover effects with respect to focus. Condition C effects are mitigated if we put focus on a pronoun that c-commands an R-expression, as (88) shows.

(87) Only SHEi (HERSELF) still thinks that Maryi is nice.

(Cable 2008:3)

On the other hand, focus does not improve strong crossover violations, as (89) shows.

(88) *Whoi does only HEi (HIMSELF) still think Mary likes ti?

(Cable 2008:3)

This sentence cannot mean “For which x, only x still thinks that Mary likes x?”. The contrast between (88) and (89) is a mystery under the Condition C account of strong crossover, where strong crossover effects are simply Condition C effects.
 Given this fact, Cable (2006:3) argues that “we should move to a picture where the principles responsible for the [Condition C effects] are distinct from the principles responsible for [strong crossover] effects”.

6.
Conclusion
We have seen how Condition C and strong crossover grew out of investigations into conditions on backward pronominalization. The Condition C account of strong crossover is elegant and of wide application. However, there is much more to be said about this realm. For example, Higginbotham (1983) points out a conceptual problem with the Condition C account. The condition C account heavily relies on the stipulation that traces left by Wh-movement are R-expressions. However, Higginbotham (1983:407) argues that:


taking variables as R-expressions is rather unnatural, at least if proper names are the 
paradigm of R-expressions; for, unlike names, variables are always cross-
referencing devices and have no inherent semantic content.

This might not be an insurmountable problem under the government-binding framework since as Lasnik and Uriagereka (1988:42) mention, “if all NPs must be ‘something,’ R-expression seems a not unreasonable candidate.” Under a more recent theory, however, Higginbotham’s problem becomes more serious. Under the copy theory of movement, traces are just copies of moved elements. Thus, it is not clear how to distinguish Wh-traces from NP-traces, which are left by A-movement. Both are nothing more than copies of moved elements. Thus, we need to explain why copies of Wh-moved elements are subject to Condition C while those of A-moved elements are not.


Another potential problem is concerned with indexing. Condition C relies on the mechanism of indexing. However, indices (as well as traces) are problematic in terms of the inclusiveness condition of Chomsky 1995, according to which only elements in the numeration selected from the lexicon can be introduced into a derivation. The inclusiveness condition is one of the central notions in the minimalist program. Thus, we need to reconsider the status of indexing.


Reinhart (2006) also points out a problem with the indexing system. She argues that the indexing mechanism that the Condition C account of strong crossover relies on is problematic since it cannot make a distinction between binding and covaluation. The distinction at issue does not surface when the antecedent is an R-expression, as in (90a). The binding interpretation, as illustrated in (90b), and the covaluation interpretation, as illustrated in (90c), are equivalent.

(89) a.
Lili thinks she’s gotten the flu.


b.
Binding: Lili ((x (x thinks x has gotten the flu))


c.
Covaluation: Lili ((x (x thinks z has goten the flu) & z = Lili) 


(Reinhart 2006:167)

On the other hand, the distinction emerges if the antecedent appears along with only, as in (91a).

(90) a.
Only Lucie respects her husband.


b.
Binding: Only Lucie ((x (x respects x’s husband))


c.
Covaluation: Only Lucie ((x (x respects z’s husband) & z = Lucie)


(Reinhart 2006:168, slightly modified)

As illustrated in (91b) and (91c), the two interpretations are truth-conditionally distinct: the binding interpretation entails that other women than Lucie do not respect their husbands while the covaluation interpretation entails that other women do not respect Lucie’s husband rather than their own husbands. Reinhart (2006) argues that under Chomsky’s (1981) indexing system, where binding and covaluation are both defined on the basis of identity of indices, the distinction between binding and covaluation is impossible to state.

SEE ALSO:

Bound Variable Pronouns; Weak Crossover
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� Forward pronominalization is not restricted because the obligatory reflexivization rule is ordered before the pronominalization rule. Otherwise, we cannot rule out sentences like “*Johni admires himi”.


� We set aside (9c), which is required to account for sentences like (ib).





(i)	a.	Peteri has a lot of talent and hei should go far.


	b.       *Hei has a lot of talent and Peteri should go far.	(Langacker 1969:162)





In (ib), he does not command Peter. Thus, (ib) would be expected to be grammatical without (9c).


� Ross (1967a) attributes these sentences to a manuscript version of Langacker 1969. In the published version, the relevant sentences are changed into the following:





(i)	a.	I knew Harveryi when hei was a little boy.


	b.       *I knew himi when Harveyi was a little boy.		(Langacker 1969:175)


� (9c) might be relevant here because of the structural similarity between (13) and coordinate structures.


� Given that NPs and Ss are the cyclic nodes, Lasnik (1976) uses kommand rather than command in order to deal with the contrast between sentences like (21a) and sentences like (21b).


� Culicover (1976), following Lakoff 1968, includes the stress condition in his constraint in order to account for the following contrast:





(i)	a.	When hei entered the room, Mary kis´sed Joˇ hni.


	b.       *When hei entered the room, Mary kisˇsed Jo´ hni.		(Lakoff 1968:10)





� (30) and (31) are instances of what came to be called strong crossover.


� Coreference is an inappropriate notion to describe wh-question sentences like (30) and (31) because wh-expressions do not refer. As Lasnik (1976) mentions, the relationship between wh-expressions and their related pronouns should be analyzed as variable-binding rather than coreference.


� As Chomsky (1981:194-195) mentions, the similarity between a variable and a lexical NP had been observed by Freidin and Lasnik (1981), who argue that sentences like (65) and (66) are ruled out because names like John and Wh-traces (variables) are not subject to the Specified Subject Condition, which would have blocked the (Chomsky 1980) rule excluding coindexation. They also point out that Wh-traces, like names, are not subject to the Propositional Island Condition (or the later Nominative Island Condition or earlier Tensed-S Condition), as illustrated in (i).





(i)	a.	*Hei thinks [Johni likes Mary].


	b.	*Who does hei think [ ti likes Mary]?		(Freidin and Lasnik 1981:43)


� Before Chomsky 1981 and Wasow 1972, Lakoff (1968) considers but rejects something similar to the Condition C analysis of strong crossover. He points out that a declarative clause counterpart like (ii) to a strong crossover sentence like (i) is ungrammatical.





(i)	*The man whoi hei thought that Joan would marry was rich.		(Lakoff 1968:34)


(ii)	*Hei thought that Joan would marry the mani.			(Lakoff 1968:35)





He considers the possibility that the ungrammaticality of (i) can be attributed to that of (ii). However, he rejects the possibility because his constraint on backward pronominalization is an output condition and the output representation for (i) is crucially different from that for (ii): In (ii), the NP John occupies the object position of marry. On the other hand, nothing occupies the same position in (i) because Lakoff (1968) does not have trace theory.


� However, the fact is more complicated than presented here. If the subject is replaced with universal QPs like everyone, negation can scope over the subject, as in the following:





(i)	Everyone didn’t come to the party.





� Although Chomsky (1982:36) argues that “[a]s PRO, (. . .), it violates Principle A and B of the binding theory”, he must intend or. In (74), Condition A is violated but Condition B is satisfied while the reverse is true in (75). More generally, it is no more possible for a governed PRO to violate both conditions than to satisfy them.


� (79c) is especially important since the other examples, including May’s example, can also be explained by the theta-criterion.


� Sentences like these are discussed in Barss 1986, Chomsky 1981, Culicover 1997, Engdahl 1986, Higgin- botham 1980, 1983, Jacobson 1976, 1977, Koopman and Sportiche 1983, Koster 1987, Kuno 1987, Lasnik and Uriagereka 1988, Postal 2004, Riemsdijk 1982, Riemsdijk and Williams 1981, 1986, and Safir 1996, 1999.


� Barss (1986) considers a similar approach to reconcile the Condition C account with (81b) but he rejects it for theoretical reasons that are not obviously still relevant, including the ECP and a specific version of the theta-criterion. A third argument given by Barss is that structures such as (85) involve unrestricted quantification, which human language does not allow. In fact, Chomsky (1991) makes just such a claim, though without much evidence.


� See Grodzinsky and Reinhart 1993, Heim 1998, and Reinhart 1983b, 2006 for discussions of this fact.


� Cable (2008) attributes this observation to Reinhart 2006. However, as far as we can see, Reinhart (2006) does not observe the contrast in question although she does discuss the influence of focus on Condition C effects.


� Reinhart (2006) makes a similar point. She argues, following Reinhart and Reuland 1993, that Wh-traces should be treated on a par with pronouns rather than R-expressions.


� Chomsky and Lasnik (1993) suggest a version of Condition C that dispenses with indexing, which is given in (i).





(i)	If α is an r-expression, interpret it as disjoint from every c-commanding phrase.







