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One of the primary goals of syntactic research is to figure out the relation between meaning and sound. For this reason, since the earliest days of generative grammar, the ellipsis phenomena have been considered a rich source of investigation: How is it that we can understand an utterance despite the absence of overt lexical items or surface syntactic structure? 

This line of inquiry has led to Ross’s seminal paper “Guess who?”, which has inspired many subsequent discussions on the theories of ellipses, which still remain a live topic in the recent Minimalist theories of syntax (Chung, Ladusaw & McCloskey, 1995; Lasnik, 2001; Merchant, 2001). Part of the reason why the ellipsis research still remains important in recent Minimalist theorizing is because of the fact that certain violations can be ameliorated under ellipsis. The most notable example is the island constraint (Ross, 1967) and its repair by ellipsis, which has had important implications for the nature of island constraints as well as derivational and representational conditions in syntactic theories (Lasnik, 2000).

In these ways, 40 years of research on ellipsis have remained (and still is) important for the development of syntactic theories, and it thus goes without saying that we had numerous interesting discussions and new ideas about ellipsis research introduced in Howard Lasnik’s seminar. As a part of the class assignment, we are compiling the notes that we took from the seminar into this one document, summarizing them in the format of detailed handouts. We hope that the discussions and new ideas that developed out of this seminar will be useful not only for us but also for any researchers interested in research on ellipsis and its implications for linguistic theories.

This document is organized into three large sections. The first section discusses the foundation of ellipsis research as laid out by Ross’s seminal paper in 1969, examining in detail some of his arguments for the deletion approach and against the interpretivist theory of ellipses, while we will also present an interpretivst approach to ellipses (namely Wasow’s (1972)) and contrast the difference in these two approaches, as these two approaches have fueled the heated discussion of the relation between ellipsis and island violation in the last decade. This line of inquiry on island constrains and ellipsis is summarized in the second section, highlighting the interesting implications this research has offered for larger theoretical issues (derivation and representation, successive cyclicity, to name a few) as well as remaining issues that await much further research. The third section presents further investigations of ellipsis research such as analyses of swiping constructions and identity conditions on VP ellipsis in English. 

Section 1. Ross’s analysis of sluicing and foundation of ellipsis research

Sluicing is ellipsis of the sentential complement to an interrogative complementizer hosting a wh-phrase;

(1)
a. Jack bought something, but I don’t know what.


b. A: Someone called. B: Really? Who?

      c. Beth was there, but you will never guess who else.

      d. Jack called, but I don’t know {when/how/why/where from}.

      e. Sally’s out hunting-guess what!

      f. A car is parked on the lawn-find out whose.

Structures like (1) have been extensively discussed in the literature, since it was first investigated in Ross (1969). Following the divisions in general for the analysis of ellipsis, there are two general schools of analysis for sluicing: either the understood material is present at some level of syntactic structure or it is not. The first school, which takes sluicing to be a subspecies of ellipsis, is represented in Ross 1969, and continues with Chao 1987, Chung, Ladusaw and McCloskey 1995, Lasnik 2001, Merchant 2001 and Fox and Lasnik 2003. Non-structural analyses of sluicing have been pursued by Riemsdijk 1978 and Ginzburg and Sag 2000, who posit that a clausal node immediately and exhaustively dominates the wh-phrase. 


Among the analyses that posit structure internal to the ellipsis site, two approaches can be identified. First, pursued by Ross 1969, Lasnik 2001 and Merchant 2001 among others, analyzes sluicing as involving movement of a wh-phrase out of a sentential constituent, followed by deletion of that node. 


The primary support for this analysis comes from connectivity effects. The wh-phrase “remnant” in sluicing shows similar behavior across wide range of grammatical dependencies to its wh-phrase counterpart in fully sentential, non-elliptical structures. These connectivity effects range from Case matching effects, preposition stranding parallelisms etc.


Ross 1969 was the first one to point out these connectivity effects. He noticed that the sluiced wh-phrase must bear the Case that its counterpart in a non-elided structure should bear. Secondly that there is a co-relation between the availability in a given language for preposition stranding wh-movement and the possibility for sluicing a wh-phrase without a preposition which corresponds to a correlate marked by a preposition. 

These parallels in distribution were accounted by the deletion theory of sluicing, since the grammatical constraints that regulate Case on wh-phrases and the possibility of extracting a wh-phrase from a PP will be operative uniformly in both elliptical and non-elliptical structures.

The second strand of analyses of sluicing believes that ellipsis consists of a designated null category drawn from the lexicon which is replaced after S-structure by a phrase marker copied from the antecedent by LF. This analysis assumes no movement of the wh-remnant; it is base generated in Spec CP and comes to bind a variable, supplied by the indefinite internal to the copied TP only at LF.  

In our discussion here, we will examine some of Ross's (1969) arguments for the deletion approach to fully appreciate the foundation for the subsequent research on sluicing as well as ellpisis phenomena in general, while considering an alternative, interpretivist approach to sluicing by Wasow (1972), an approach that was in part inherited by later LF copying approaches. Section 1.1 through Section 1.3 discuss three of Ross's strong arguments for a deletion approach to sluicing: i.e., case matching (Section 1.1), distribution of P-stranding under sluicing (Section 1.2), and subcategorization requirements (Section 1.3). Section 1.4 presents Wasow's empty structure approach to sluicing and discusses how it explains (or fails to explain) the set of phenomena that Ross considered to be evidence for a deletion approach to sluicing.

Section 1.1: Case Matching

(by Johannes Jurka)

Ross (1967) is the first to discuss a phenomenon he dubs Sluicing.

(1)  a. Someone just left --- guess who [just left]  ((1) in Ross 1967))

  b. Ralph is going to invite someone from Kanakee to the party, but they don’t know

      [who he’s going to invite to the party].
He explicitly proposes that sluiced sentences like (1a) and (1b) are derived from their unsluiced counterparts by deletion under identity. In modern terms, the entire structure is present at some point in the derivation and deleted at PF. Ross denies other possible approaches, which as he points out have not been explicitly proposed but have been suggested by various people. He dubs the conglomerate of these views the Interpretive Theory of sluicing, according to which (1b) is derived from (2).

(2) =((3) in Ross 1967) 

[image: image1.emf]
One of his strongest arguments goes back to George Williams, who pointed out that in languages with richer overt morphology we can generally observe a phenomenon which has come to be known as Case Matching. Consider these examples from German. 

(3a) Er will    jemandem     schmeicheln, aber sie wissen nicht 
*wen/wem
       he wants  to someone(Dat.)  flatter   but  they know not   who(Acc.)/who(Dat.)


“He wants to flatter someone but they don’t know who.”

(3b) Er will     jemanden      loben,  aber er  weiß  nicht  wen/*wem.

       He wants  someone (Acc.)  praise,  but he  know  not   who(Acc.)/who (Dat.)


“He wants to praise someone but he doesn’t know who.”

(3a) and (3b) show that the case of the wh-element in the sluiced clause is determined by the elided structure. ‘Schmeicheln’ assigns dative case, whereas ‘loben’ assigns accusative case. A deletion theory captures these facts trivially, since case assignment proceeds in a completely parallel way in both the overt in the elided structure. Subsequent deletion is not expected to change the case on the wh-element. An interpretive theory, on the other hand, has no obvious way to account for this morphological difference, given that there is no local structure for case assignment.

Ross tries to make the same point with data from “that dialect of English which distinguishes between who and whom” (254). He gives the examples in (4), but it is not entirely clear if such dialects of English really exist or if the who/whom distinction is a mere prescriptive artifact.

(4a) Ralph is going to invite someone from Kanakee to the party, but they don’t know  [whom he’s going to invite to the party].

(4b)Someone from Kanakee is going to be invited to the party by Ralph to the party, but 
they don’t know who[is going to be invited to the party by Ralph].
The same argument can be reproduced again in German, where case-marking is a genuine property of the grammar without any possible prescriptivist bias.

(5a) Peter wird irgendjemanden   aus  Mösendorf  zur     Feier  einladen, aber sie 

       Peter will someone (Acc.)  from  Mösendorf  to.the   party  invite   but  they


 wissen nicht  wen

 know  not   who (Acc.)


“Peter is going to invite someone from Mösendorf to the party but they don’t know who.”

(5b) Jemand  
aus  Mösendorf  wird  von Peter zur   Feier   eingeladen werden,


Someone(nom.) from Mösendorf  will  by Peter to.the  party    invite    get 


aber sie wissen nicht wer. 


But they know not  who(Nom.)

“Someone from Mösendorf is going to be invited to the party by Peter but they don’t know who.”

Translating Ross’ arguments to the German case, we observe that ‘einladen’ in (5a) assigns accusative case to ‘wen’ before the structure is elided whereas in the passive case (5b) ‘wer’ receives nominative case. This causes severe problems for interpretive theories. Since there is no covert structure, a possible Case Matching rule could only apply to the output of the interpretive semantic rule. Semantically, however, (4a) and (4b) do not differ since in both cases “who/whom” are the direct object of “invite”. Case marking must thus apply to a passive structure. The elided part of the clause, however, has active semantics, so in addition a semantic “anti-passive” rule would have to apply to derive the correct meaning. Clearly, this seems a very questionable path to take.

Grinder and Postal (1971) (henceforth, G&P) provide arguments against interpretive theories of ellipsis similar in spirit to Ross’. They are largely concerned with a phenomenon they dub “Identity of Sense Anaphora” (ISA). The meaning of some parts of the surface structure is determined by a phonologically null portion of the structure by an identity of meaning relation. This is illustrated in (6).

(6a) Harry insulted his wife and Bill did too. ((1) G&P)

(6b) Larry married a nurse who owned an iguana but Pete did not marry one. 

G&P argue that (6a) and (6b) contain ISAs. The sentences are derived from (7a) and (7b), respectively.

(7a) Harry insulted his wife and Bill insulted his wife too. (1 in G&P)

(7b)Larry married a nurse who owned an iguana but Pete did not marry a nurse who owned 


an iguana. 

In (6a) ‘his wife’ is fully elided under identity to (7a) and now contains a null anaphor. In (7b) ‘one’ constitutes an identity of sense anaphor. G&P propose a deletion rule which may apply under appropriate identity conditions. Their central argument comes from what the call the Missing Antecedent Phenomenon. Consider (8):

(8a) Harry doesn’t have a wife but Bill does have a wife and she is a nag. (12 in G&P)

(8b) Harry doesn’t have a wife but Bill does and she is a nag.

While in (8a) the underlined NP “a wife” can serve as an antecedent for the ISA, no such NP is present at SS in (8b). However, assuming that at some earlier point in the derivation, say DS, (8b) had the structure of (8a), the relevant NP was present and could serve as the antecedent of the ISA. Even though this data is captured under a deletion approach in a straightforward way, an interpretivist might be able to design a rule to accommodate the fact in (8). However, G&P provide strong empirical arguments for the necessity of complete formal parallelism between the antecedent and the ISA and not just semantic co-reference.

In languages with grammatical gender, nouns belong to specific gender paradigms which are completely divorced from semantic gender. In German, for example, der Tisch (table) is masculine, die Lampe (lamp) is feminine and das Auto (car) is neuter.

(9a) Hans wollte keinen     Tisch kaufen aber ich  wollte  (es) und  er/*sie/*es 

   
Hans wanted no(acc) table buy but I     wanted (it) and it(masc./fem./neuter)             
war teuer.



was expensive

(9b) Hans wollte keine Lampe kaufen aber ich wollte (es) und *er/sie/*es war teuer.

(9c)Hans wollte kein Auto kaufen aber ich wollte (es) und *er/*sie/es war teuer.


“Hans didn’t want to buy a table/lamp/car but I did and it was expensive.“

In (9) the pronoun concords in gender with the missing antecedent. Assuming that the elided antecedent is structurally fully present trivially accounts for the gender agreement. Even if an interpretivist theory can capture the semantic identity requirement, it does not seem obvious how it should derive the purely formal gender agreement requirement. One possibility for interpretivists would be to say that semantic representations themselves contain gender markings. This is conceptually very questionable, since trivially we would expect semantics only to care about semantically relevant information. In addition, languages like German have semantic synonyms which show different grammatical gender.

(10a) Hans wollte  keine Spülmaschine
 kaufen, aber ich wollte (es)  und 


Hans wanted  no  dish-washer     buy  but  I wanted (it)  and   

*er/sie/*es          war     ziemlich  teuer.


it(masc./fem./neuter)  was     pretty      expensive

(10b) Hans wollte keinen Geschirrspüler kaufen, aber ich wollte (es) und er/*sie/*es war 
ziemlich teuer


“Hans didn’t want to buy a dish-washer, but I did and it was pretty expensive.

Spülmaschine is feminine and Geschirrspüler is masculine, and there does not seem to be any difference in meaning.  Still the pronoun in the second clause agrees with the elided antecedent. 

A further example comes from Italian. The lexical item for ‘egg’ shows masculine morphology in its singular use but feminine for the plural.

(11a) Paolo non puo trovare un uovo  ma  io  posso   e    mi   piacerebbe        



 Paul not  can find   an egg   but  I   can     and me  would please  


 mangiarlo/*manigiarla


 to eat it

(11b) Paolo non puo trovare delle  uova   ma io  posso   e  mi   piacerebbe     

        Paul not  can find   some  eggs   but I   can    and me  would please


 mangiarle/*manigiarli


 to eat them


“Paul can’t find an/any egg(s) but I can and I would like to eat it/them.

To get these facts, an interpretivist would be forced to claim that the output of the semantic rule contains the structural information that the missing antecedent is masculine in the singular and feminine in the plural. 

An additional set of examples, not discussed by G&Postal, seems to suggest that the syntactic parallelism does not have to be perfect. Consider these cases of double object constructions in German. 

(12a)?Peter hat  einer    Freundin      den        Brief nicht übergeben,  aber Hans

     Peter has  a (Dat.Sg) friend (fem.)  the(Acc.Sg.) letter not over-give     but  John


 schon,  und  nun bereut  er  ihn           an  sie    übergeben  zu haben. 

        already and  now regrets he  it(3rdP.Sg.Masc) to  her(Acc.) over-give to have.

(12b) Peter hat einer      Freundin  den          Brief  nicht übergeben, aber 

        Peter has a(Dat.Sg) friend(fem.) the(Acc.Sg.)   letter  not  over-give but


 Hans schon, und  nun   bereu  er  ihn           ihr     übergeben  zu haben.


 John already and  now  regrets he  it(3rdP.Sg.Masc) her(Dat) over-give  to have.


“Peter didn’t hand over the letter to a friend but John did and now he regrets handing it 
over to her.”  

In (12a) in the first clause the recipient of the letter bears dative case while the pronoun is marked accusative in the second clause. Given that the elided structure has to be structurally fully identical to be deleted it might be problematic that the case marking is different in the second clause. This, however, seems to be orthogonal to our discussion since the breakdown in structural parallelism is licit even in cases without any deletion. As a result these examples do not seem to point in either direction. 

(13) ?Peter hat  einer    Freundin    den    Brief   nicht  übergeben, und nun


 Peter has  a(dat.sg) friend(fem.)  the(acc.) letter   not   over-give  and now


 bereut   er   ihn   an  sie       übergeben  zu haben. 


 regrets  he   it(acc.) to  her (acc.)  trans-give  to  have.

Section 1.2: Preposition Stranding in Sluicing

(by Atakan Ince)

The aim this section is to look at and give the general properties of the phenomena observed in sluicing.

-Ross (1969) remarked that preposition stranding in sluicing shows that there is syntactic structure elided in sluicing structures because it has the same properties observed in non-sluicing structures in English.

-In English wh-questions, the preposition can be either stranded (1a) or pied-piped (1b):

1. a. Who are you going with?

b. With who(m) are you going?

-Sluicing structures have the property, the preposition can be either pied-piped, therefore, pronounced overtly, or it can be stranded, in consequence of which only the wh-phrase is pronounced: 

2. John was dancing with someone, but I don’t remember (with) whoi John was dancing ti
-Ross pointed out to this fact, and remarked that only syntactic elision can account for this parallelism between sluicing and non-sluicing wh-questions, arguing that interpretive theories cannot account for this parallelism.

-Merchant’s (2001) Preposition Stranding Generalization –based upon data from eighteen languages-:

3. A language L will allow preposition stranding under Sluicing iff L allows preposition stranding under regular wh-movement.

-Thus, Merchant has observed that sluicing shares the same properties with regular wh-movement structures in languages. Therefore, sluicing does not have a completely different derivational dimension other than phonological elision compared to regular wh-movement. 

-If sluicing has the same properties with regular wh-movement with respect to preposition-stranding, it means that both derive throughout the same derivation; i.e., there is overt syntactic structure. However, in sluicing this structure is elided leaving the wh-phrase (and preposition –depending on the relevant properties of a language-) to be pronounced

 -English allows preposition stranding in regular wh-movement:

4. Whoi did John talk with ti?

-And it allows preposition stranding in sluicing as well:

5.  John was dancing with someone, but I don’t remember (with) whoi John was dancing ti
-French allows preposition stranding in neither regular wh-movement nor sluicing:

6. a. *Qui   est-ce qu’  elle  l’a      offert     à?  

          Who   Q       she  it-has    offered   to

          ‘Who did she offer it to?’ 

(Merchant (2001: 98)

        b. Jean  dançait      avec quelqu’un,  mais  je ne   me      souviens    pas   *(avec) 

          John  dance.imp   with  someone,   but   I neg myself    remember   neg     with

          qui   Jean dançait
          who

(Almeida & Yoshida 2007: (ex. 3))

-This is mysterious because if the P-stranding constraint is an island constraint as will be discussed in the following sections, it is expected to be repaired by ellipsis.

-As will be described in detail in following sections, sluicing is island-insensitive. In other words, extraction of wh-phrases out of islands is grammatical because the island is elided in sluicing. 

-In the French example (6a), since the wh-phrase cannot be extracted out of the PP, PP is considered as an island. However, in (6b), it still cannot be extracted, though the PP would be elided within the elision site:


7. *. . .  qui1 [ . . . PP[ avec t1] . . .]
-A restriction on pied-piping: The following idioms do not allow pied-piping of prepositions in regular wh-movement (8a-b) nor in sluicing (9):

8. a. Whoi are you gonna do away with ti?

b. *[With whom]j are you gonna do away tj ?

9. Bob’s planning on doing away with one of his in-laws, but I don’t know (*with) which.

-This is interesting because it shows that the nature of the relation between a preposition within an idiom(atic verb) and the argument DP is different from a preposition which is part of a non-idiomatic verb and the argument DP. In other words, the preposition of an idiom(atic verb) cannot for a unit with an argument DP so that they can move together.

-A certain locality between a preposition and argument DP is required for pied-piping: Head-Complement. 

-Abels (2003): P-stranding prohibition in languages which have that constraint is not a standard island constraint because those languages allow sub-extraction out of PP (10c) though they do not allow extraction of the complement of P (10b):

a. Russian

b. Ot  čego  sleduet   otkazat’sja

    Of  what  follows  give up-self

    ‘What should one give up?’

c. *Čego  sleduet   otkazat’sja     ot

    what   follows  give up-self   of

d. ?Na  čto     sleudet  otkazat’sja    ot  vsjačeskih    pretenzij

    on   what   follows   give up-self  of  whatsoever   hopes

    ‘What should one rid oneself of any kind of hope for?’

-(10c) shows that PPs are not barriers to movement. P-stranding and sub-extraction out of PP are completely different phenomena.

-Lasnik’s conjecture: Some constraints are such that their violation is marked in the output, whereas others are strictly properties of derivations.

-Derivational constraints cannot be repaired (Merchant suggests this explanation for superiority in sluicing).

-P-stranding can be a derivational constraint: The A-over-A.

-Chomsky (1973): The wh-feature of a wh-phrase can percolate up to the whole PP that involves it.

-So, P-stranding languages can optionally allow percolation of the wh-feature over the whole PP, whereas in non-P-stranding languages percolation of the wh-feature over the whole PP is obligatory.

-However, Brazilian Portuguese allows preposition stranding in sluicing although it doesn’t in regular wh-movement (Almeida & Yoshida 2007):

10. a. Com  quem1 que a     Maria dançou            t1?

         with   who1   that the Maria  dance.PAST?

         ‘With whom did Mary dance?’

       b. *Quem1 que a     Maria   dançou          com  t1?

          who1  that the   Maria   dance.PAST      with

          ‘Who did Maria dance with?’

11. a. A   Maria dançou     com  alguém, mas  eu não   lembro    com  quem1 

         the Maria dance.PAST  with  someone but  I  NEG  remember with  who1

             a  Maria   dançou  t1

         the Mary  dance.PAST  t1
         ‘Mary danced with someone, but I don’t remember with who.’

       b. A   Maria dançou     com  alguém,   mas eu  não   lembro     quem1 

         the Maria dance.PAST  with  someone   but  I  NEG  remember  who1

              a  Maria   dançou  t1

         the Mary  dance.PAST  t1
         ‘Mary danced with someone, but I don’t remember who.’

-THEREFORE, there is not a strict parallelism between pied-piping in regular wh-movement and pied-piping in sluicing. Pied-piping in regular wh-movement and pied-piping in sluicing can be motivated separately. 

-For Merchant, the parallelism between regular wh-movement and sluicing was crucial evidence for the existence of syntactic structure and phonological deletion of that syntactic structure. However, the lack of this parallelism in Brazilian Portuguese weakens that argument.

Sec 1.3: Sluicing involves clauses, not NPs: evidence from subcategorization
(By Rebecca McKeown)

I.
Ross’s observation: an “interpretive” account is not consistent with syntactic 
subcategorization


Ross (1969) observes that although “wonder” in (1) can take a sluicing complement (“how many men”), “wonder” cannot take an ordinary NP as a complement (2).  If the unacceptability of (2) is due to a syntactic subcategorization error, this indicates that “how many men” was not base-generated as an NP but was instead derived from a CP, possibly by deletion.  (Note that this argument will not distinguish between different accounts that treat “how many men” as a base-generated CP—Wasow’s empty structures hypothesis, for instance, will account for the contrast just fine.)

1. She says she’s inviting some old men—I wonder how many men?

2. a.  *I wonder those old men.

b.  *I wonder the centerfielder for the cardiac kids.

c.  I wonder your uncle Casimir.


This argument assumes that the sentences in (2) are wrong due to a syntactic subcategorization error.  An account in which sluicing structures are NPs would have to say that the unacceptability of the sentences in (2) was due to semantic selection errors.  That is, “wonder” selects for a question, but while “how many men” is of the right semantic type, “those old men” is not.  Ross intuitively finds this unlikely on the grounds that such sentences as (2a-c) “feel” like they are syntactically ill-formed, similar to (3c), and unlike (3b), which merely feels semantically ill-formed.  An “interpretive” account of sluicing would lose this distinction, as it would have to say that all of the selection errors were semantic.

3. a.  I polished my tongue.


b.  *I polished my liberty.


c.  *I polished valid.

However, Ross is relying on fairly shaky subjective ideas of why a sentence is bad; it is unclear that we actually have reliable intuitions on this, making this argument a weak one.

2.
Grimshaw (1979): we need subcategorization and semantic selection


Grimshaw (1979) will get to the bottom of this, by arguing that there are distinct rules selecting for NPs (vs. CPs, or S-bars as they were then), and selecting for different kinds of semantic complement (ie, question vs. not).  Some NPs can be concealed questions, and yet they will not be selected for by the same set of predicates that selects for S’ questions.  Nevertheless, these predicates will select sluiced questions.  This indicates that sluiced questions are treated differently from concealed-NP questions as regards selection, suggesting that the contrast between (1) and (2) cannot be simply a matter of whether “wonder” selects questions or not, but must be a matter of whether “wonder” selects NPs or not.


An aside: What exactly is subcategorization?  In Aspects (Chomsky 1965), a head subcategorizes only for its complement, and only for what type of XP it is: for instance, a given verb might require a complement that is a CP.  Semantic selection, however, could be for everything in the theta-domain, at least; also, it can look “into” the phrases.  Many verbs select for animate subjects, for example.  Shiti notes that even subcategorization should be able to look into an embedded clause, because different verbs select for different tenses of CP in Hindi, for instance.  This might be avoidable if tense is marked on the Cº and projects to the CP: then the subcategorization rules still only need to look at the CP node.  This, however, is not Grimshaw’s concern.

Syntactic and semantic selection


At any rate, Grimshaw argues that both subcategorization and semantic selection must independently exist.  She outlines the predictions of syntactic and semantic theories of complement selection, and notes that both actually hold.

4. Syntactic theory of complement selection: predictions

a.  Complements of the same syntactic form will be selected by the same predicates.



I hit John.



I hit the boy from Tennessee.



I hit the robot.



I hit the tree.

b.  Complements of distinct syntactic form may be selected by distinct (though not necessarily disjoint) sets of predicates.

i. NPs can be syntactically selected for by see and by hit.

1. I saw John.

2. I hit John.

ii. See, but not hit, also selects for CPs.

1. I saw that John had arrived.

2. *I hit that John had arrived.

In line with (4b), NPs (like “John”) are selected for by a distinct set predicates than those that select CPs like “that John had arrived.” For instance, “hit” only selects NPs, not CPs.  However, the sets of predicates that select NPs and CPs are not disjoint: some predicates, like “saw,” can select either.

5. Semantic theory of complement selection: predictions

a.  Complements of the same semantic type are selected by the same predicates.

b.  Complements of distinct semantic types are selected for by distinct, though not necessarily disjoint, sets of predicates.

Of course, if you take a mixed account, neither (4a) nor (5a) will be strictly true.  Instead, you’ll get the predictions in (6).

6. Mixed syntactic and semantic account

a.  Complements of the same semantic and syntactic type are selected by the same predicates

b.  Complements of distinct syntactic types and/or distinct semantic types are selected by distinct, though not necessarily disjoint, sets of predicates.

7. Syntactic types include: “wh-complement,” NP

8. Semantic types include: interrogatives (Q), exclamatives (E), “that”-complements (P)

a. “’That’-complement” is a pretty inadequate name for a semantic type, referring as it does to the specific function word used.  It is especially strange in light of the fact that “wh-complement” is a syntactic type.

Interrogaties and exclamatives: an overview

9. Grimshaw’s different semantic types all show syntactic differences as well (although all may be represented by CPs).  For example, while both interrogatives and exclamatives are “wh-complements”, there are sometimes syntactic differences:

a. Matrix interrogatives have subject-aux inversion, matrix exclamatives don’t.

i. How big John is!

(E, no inversion)

ii. How big is John?

(Q, inversion)

b. Some embedded complements are also unambiguously interrogatives or unambiguously exclamatives.  Only interrogatives may be used with whether.
i. John knows whether he is a fool.
(Q only)

ii. John knows what a fool he is.

(E only)

10. However, some sentences are ambiguous between types Q (interrogative) and E (exclamative):

a. Fred knows how tall John is.

11. In addition to syntactic differences, there are also clear semantic differences between the two types (which is good.)  Exclamatives, but not interrogatives, are incompatible with speaker ignorance:

a. #I don’t know what a fool John is.

(E)

b. OK: I don’t know whether John is a fool.
(Q)

12. Exclamatives are inherently factive, which is why they may not be used in situations of speaker ignorance.

13. Kiparsky and Kiparsky (1970):

a. #I don’t realize that he has gone away.



i. Complement of “realize” must be determinate for the speaker, so this is incompatible with the speaker not realizing

14. Similarly:

a. OK: I realize what a fool John is.
(E)
(determinate)

b. #I don’t realize what a fool John is.
(E)

i. (bad to use a factive when speaker is ignorant)
15. Also, exclamatives but not interrogatives may be used with modifiers like “very.”
a. I know how very tall he is.
b. #I don’t know how very tall he is.

i. E is bad because it needs to be determinate, Q is bad because it can’t be modified by “very”
16. Exclamatives are more freely available as complements than in the matrix.
a. It’s amazing what he saw.
b. *What he saw!
17. This is counter to Ross 1973’s “Penthouse Principle”: more goes on upstairs than downstairs.

a. Are some supposed exclamatives actually free relatives?

b. See Ono 2006.

A typology of predicates selecting clausal complements:
	Predicate
	Subcategorizes for:
	Selects:

	think
	_S’
	_P

	amazing
	_S’
	_{P, E}

	wonder
	_S’
	_{Q}

	find out
	_S’
	_{P, Q, E}


18. I think that Mary is his mom.
(P)

*I think whether he can swim.
(#Q)

*I think how very tall he is.
(#E)

19. It’s amazing that Mary is his mom.
(P)

*It’s amazing whether he can swim.
(#Q)

It’s amazing how very tall he is.

(E)

20. *I wonder that Mary is his mom.
(#P)

I wonder whether he can swim.
(Q)

*I wonder how very tall he is.
(#E)

21. I found out that Mary is his mom.
(P)

I found out who his mom is.
(Q)

I found out how very tall he is.
(E)

Concealed questions:

22. C. L. Baker (1968) notes that NPs may sometimes be used as concealed questions.
a. James figured out the plane’s arrival time.
b. John refused to tell the police the fellows who had been involved.
c. Susan found out the place where the meeting was to be held.
d. Fred tried to guess the amount of the stolen money.
23. These correspond to the following embedded questions:
a. James figured out what the plane’s arrival time would be.
b. John refused to tell the police which fellows had been involved.
c. Susan found out where the meeting was to be held.
d. Fred tried to guess how much money had been stolen.
24. Elliot 1971: there are also concealed exclamatives.
a. It’s amazing the big car he bought.
b. =It’s amazing what a big car he bought.
25. In fact, there are NPs ambiguous between concealed questions and concealed exclamatives: but the questions are indeterminate while the exclamatives are determinate.
a. John asked the height of the building.
(Q)
i. =John asked what height the building was.
b. John couldn’t believe the height of the building. (E) (building must be very high)
i. =John couldn’t believe what a height the building was
26. Just as exclamative S-bars can take very, exclamative NPs can take incredible:
a. John found out the height of the building. (Q or E, ambiguous)
b. John found out the incredible height of the building. (E only)
Semantic selection isn’t enough! Syntactic subcategorization is necessary too!

27. Some complements select for questions but do not subcategorize for NPs. 
a. I wonder what answer he gave.
b. *I wonder the answer he gave.
c. I wonder what time it is.
d. *I wonder the time.
28. Similarly, some complements select for exclamatives but do not subcategorize for NPs:
a. I don’t care what an incredible height the building is.
i. You can tell this is an exclamative because only exclamatives take “incredible”
b. *I don’t care the incredible height of the building.
29. Nevertheless, complements like “wonder” may select sluiced questions.

a. He gave some answer. I wonder what answer.

b. It’s some odd time. I wonder what time.

30. This suggests that “answer” is an S-bar, not an NP.

31. A problem for Grimshaw: 
a. concealed questions/exclamatives only show up with predicates that take S’ questions/exclamatives as well. 
b. Concealed questions/exclamatives only show up with predicates that take non-question/exclamative NPs as well.
i. I asked a question.
ii. I asked the time.
c. Neither of these facts follows from her account: it should be okay to select [_NP][_Q] or [_NP][_E] or [_NP][_{Q,E}] and yet these are unattested.
d. Maybe this follows from learnability: Qs are overwhelmingly S-bars, so kids wouldn’t learn the possibility of NP Qs unless there were also S-bar Qs.  Alternately children who successfully identified NP Qs might overgeneralize and assume there were S-bar Qs as well.
Overview:

Now, revisiting Ross 1969, we can strengthen the argument from subcategorization that sluiced complements must have been base-generated as S-bars, not NPs.  Let’s reconsider (32).

32. She says she’s inviting some old men—I wonder how many men?

33. a.  *I wonder those old men.

b.  *I wonder the centerfielder for the cardiac kids.

c.  *I wonder your uncle Casimir.

An interpretive account could not distinguish between (32) and (33) on the basis of syntactic subcategorization, if it argues that “how many men” is an NP.  The two sentences should be equally good (or bad) depending on whether or not “wonder” may take an NP complement.  So if (33) shows that wonder may not take an NP complement, then (32) should have been bad as well.


Instead, however, an interpretive account might try to distinguish these on the basis of semantic selection.  That is, perhaps “wonder” does subcategorize for NPs (or else subcategorization may not exist), but “wonder” only semantically selects for questions.   Therefore, the sentences in (33) are semantically bad.


Ross’s intuition was that the sentneces in (33) were actually syntactically bad, but he was relying on his own intutitions for this.  Grimshaw gives evidence that Ross is right: “wonder” cannot select for NPs even if they are questions.

34. a.  *John wondered the time.


b.  *John wondered the location of the bomb.

35. Therefore, for (32) to be acceptable, “how many men” had better not be an NP.  This gives evidence that “how many men” must be an S-bar when the subcategorization rule is applied.  This is consistent with a sluicing, but not an interpretive, account. (It is, however, also consistent with several non-sluicing accounts, including Wasow 1972’s full structures without terminal nodes.)

Section 1.4: Deletion approach (Ross) vs. Non-deletion approach (Wasow)

(by Akira Omaki)

1. Theories of ellipsis
(1)
a. What you see is what you get (Jackendoff and Culicover 2005)


“Bill did, too” is “Bill did, too” at all levels of representation. Ellipses interpreted 
pragmatically.

b. Null pronominal (Lobeck 1995)


e.g., “Bill did [VP pro] too”


c. Empty structures (Wasow 1972) 


Full trees without lexical items (but there is no phrasal anaphora – see below)


e.g.          VP                  VP

                       NP

            NP

                   V   N                 V     N


     John  ate apples.     Bill did (      (    too


d. LF-copying (Chung, Ladusaw and McCloskey 1995)


( is replaced with the copy of the antecedent (e.g., in their analysis of sluicing, IP is 

‘recycled’)


e. (PF)-deletion (Ross 1969, Lasnik, Merchant, et al)


Full syntactic structure with lexical items, but deleted at a later stage of derivation

The rest of the section focuses on (1c) and (1e), for which the class spend most time on.


2. Interpretivist vs. Non-interpretivist

2.1. Ross on interpretivist approach

(2)
Ross’s (1969) work on sluicing was an attempt to argue against an interpretivist approach 
to ellipsis (Akmajian, Chomsky, Dougherty, Jackendoff, et al). But he admits that this 
interpretivist position is a straw man, since no details had been worked out at that time.

(3)
Ross’s take on an interpretivist approach (p. 252-253): the second clause in (4a) is derived not 
from (4b), but from something like (4c). Essentially, the wh-word is not a remnant of a full clause 
with wh-question, but simply an NP projection.

(4)
a. Ralph is going to invite somebody from Kankakee to the party, but they don’t know who.


b. Ralph is going to invite somebody from Kankakee to the party, but they don’t know who 
he’s going to invite to the party.


c. 


S

       Neg    NP              Aux       VP

              they             Tns        V     NP

                               Pres     know   who

(5)
Interpretivists propose an interpretive semantic rule that can somehow interpret who as the 
object of invite, as in (4b). Based on this assumption, Ross presents a number of arguments 
based on morpho-syntactic evidence (e.g., case matching, number agreement, 
subcategorization, pied-piping, etc.) for the deletion approach (1e) which assumes full 
syntactic structures that are later deleted. See other reviews for details of some of these 
arguments. However…

(6)
Ross’s arguments against the interpretivist approach hold only for his rendition of 
interpretivist approach to ellipsis, i.e., sluices containing no internal structure. Wasow’s empty 
structures hypothesis (1c) can get around the problems pointed out by Ross.

2.2. Wasow strikes back

(7)
Wasow’s interpretivist proposal: Empty Structures Hypothesis


a. Ellipses (VP ellipsis or sluicing alike) are essentially null anaphora, and they all have 

full syntactic structures without lexical items, since lexical insertion is optional.


b. General anaphora rule is used to arrive at the meaning of the null part of the sentence


c. Identity condition: non-distinct

(8)
According to (7), the structure of (9a) with VP ellipsis looks like (9b) (p. 98, Wasow 1972)

(9)
a. John will come to the party if Mary can.


b. 
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John will come to the party if Mary can




(Note: Wasow’s tree suggests that there can be a phrasal null anaphora (i.e., NP), but he is assuming that null anaphora are terminals)

(10)
Why should we treat so-called ‘ellipsis’ as null anaphora? Wasow’s original motivation 


was to account for the very similar distribution seen between non-null anaphora and these 

ellipses (11). Interestingly, Wasow notes that Ross (1967) was the first one to suggest that 

there should be an equal treatment for the ‘ellipsis’ and non-null anaphora in (11).

(11)
a. The antecedent may be to the right of the anaphor only if the latter is more deeply 
embedded. See (i) & (iii) vs. (ii) & (iv).




(i)
After he1 tried LSD, John1 dropped out.




(ii)
*He1 dropped out after John1 tried LSD.




(iii)
After Bill did [VP ]1, John [VP tried LSD] 1.




(iv)
*John did [VP ] 1 after Bill [VP tried LSD] 1.



b. The following condition holds: “No part of the complement of the specifier of a cyclic 

node may be anaphorically related to the head of that node.”




(i)
*Learning that vitamin C improves people’s health does so.




(ii)
*Learning that vitamin C does so improves people’s health.




(iii)
*A proof that God exists does.




(iv)
*A proof that God does exists.



c. If we treat VP ellipsis as derived via a deletion rule that applies at a later stage (say 


after S-Structure: Chomsky, 1971), then Do-support below will violate cyclicity: 




i. John will come if Bill does.

(12)
Back to Wasow’s empty structures approach: How does this get around the problems 


raised by Ross et al?


a. missing antecedent arguments (Grinder & Postal)



Under Wasow’s account, there are actually empty structures in the position of ellipsis, 


so the pronominal can take the empty structure ( as their antecedent. However, if the 


lexical insertion did not happen, it is not clear how the referential property is 



represented in the empty structures.


b. Subcategorization



This naturally follows from Wasow’s account. There are full syntactic structures, 


which can meet the subcategorization requirement (i.e., S complement) of the 



verbs that takes sluiced clauses. 


c. Case matching, pied-piping



Wasow claims that the data presented in Ross can be easily explained by the empty 


structures hypothesis, but it is actually not clear how. If the ( are simply structural 


slots without lexical items, how is it that, for example, the wh-phrases must bear the 


Case assigned by the lower verb? 



Wasow does not explicitly discuss this in detail, but it seems we need to make one 


further
assumption, as we discussed in class: in sluicing constructions, what happens 


is that the wh-phrases are in fact inserted in the empty structures, and they undergo 


wh-movement. Then, all the usual morpho-syntactic requirements for wh-phrases will 


naturally apply to these wh-phrases, and this way we can derive the data that Ross 


discussed in his paper.

(13)
Remaining questions about Wasow’s system

a. Wasow does not discuss how exactly ( works as an anaphor. For example, is each ( an anaphor
 that refers to an antecedent, or is it the maximal projection that contains all of the ( that behaves as an anaphor? The former is more likely, since Wasow discusses how anaphora in general can sometimes ignore not in the preceding clause:



i. Nixon won’t drop the bomb in his first term, but it might happen in his second term. 



  (where it refers to “Nixon’s dropping of the bomb”)


However, if we treat each ( as an anaphor, they seem to have rather peculiar properties 


that other anaphoric lexical items do not have: For example, generally there are no 


anaphoric Vs in English, but it seems to exist only when it is null. It is also different from 

regular anaphors in that it is not the referentiality of the antecedent that is given to the 


anaphors, but rather the lexical content in its entirety (including syntactic properties like 


subcategorization frame) seems to be transferred to (. Finally, if there is a VP and V as 


well as NP takes (, then these two (s have to refer to a V and NP that form a 



constituent in the preceding clauses. This is not predicted if we assume that each ( 


behaves as an anaphor. [Note: LF-copying account in Chung et al is a revived version of 


Wasow’s account. This approach can avoid the issues raised here.]


b. Why only VP and IP allow optional lexical insertion? If the grammar has the 



option of inserting or not inserting lexical items, one would expect that this would occur 


much more generally. In this sense, it seems rather strange that only certain constituents 


in a given language allow elliptical constructions.

(14)
Conclusion


Wasow’s interpretivist account appears to achieve two things:



i. provide a uniform account for some parallelism in distribution between anaphora 


and so called ellipsis phenomenon



ii. get around some of the empirical problems raised (by Ross, Grinder and Postal, 


and others) against the interpretivist approach to ellipses.


However, we also observed that a lot more details need to be worked out for Wasow’s 


theory: What exactly are the anaphoric mechanisms that apply to (s? Why is lexical 


insertion optional only for certain constituents? See Chung et al 1995 for a more recent 


approach that develops Wasow’s account in more details.

Section 2: Sluicing, VP ellipsis, and island violation repair

(By Johannes Jurka, Shiti Malhotra, and Rebecca Mckeown)


An interesting fact about sluicing, especially if it is taken to be a form of deletion (Ross 1969), is that sluicing repairs or improves island violations.  That is, in sentences where a wh-phrase undergoes unacceptable movement out of an island, the corresponding sluiced sentence, with the island deleted, is much improved.  In section 1 we discuss such “island violation repair” and its implications for theories of movement and the evaluation of constraints.  In section 2, we discuss a potential problem for such accounts: sluicing apparently repairs island violations, but another form of deletion, VP ellipsis, does not (Merchant 2001).  In section 3,  we present a possible solution in terms of parallelism and the possibility of long or short movement (Fox and Lasnik 2003).

1.
Sluicing repairs island violations

Ross (1969) proposed that Sluicing is an optional deletion rule, in which the sentential portion of a constituent question is elided, leaving only a wh-phrase remnant, as shown in the following examples:

1. a. Someone just left, guess who just left. 

  b. Someone just left, guess who.

Further, he observed that when sluicing applies to a derivation after the application of the question formation rule has violated one of the constraints on “chopping rules”
, the resulting string is a less deviant one, suggesting that sluicing as in (2b, 3b, 4b and 5b) can improve the acceptability of island
 violations (2a, 3a, 4a and 5a).

2. a.  *Irv and someone were dancing together, but I don't know who Irv and were 


     dancing together.

[Coordinate Structure Constraint]

  b.  (??)Irv and someone were dancing together, but I don't know who

3. a.  *I believe the claim that he bit someone, but they don't know who I believe 


    
   the claim that he bit. [CNPC]

b. (??)I believe the claim that he bit someone, but they don't know who

4. a.*That he'll hire someone is possible, but I won't divulge who that he'll hire is 


  possible.
[Sentential Subject Constraint]

b. (??)That he'll hire someone is possible, but I won't divulge who

5. a.* I know that he must be proud of it, but I don’t know how he must be proud of 


   it.
[Left Branch condition]


b. * I don’t know that he must be proud of it, but I don’t know how.

On the basis of the difference in the acceptability between sentences like (2a) and (2b), he pointed out that the constraints on the “chopping rules” couldn’t be locally defined; rather they must be the derivational constraints. 


He emphasized that ungrammaticality is a property not of merely deep or surface structures, or of consecutive pairs of trees, which are related by rules, but rather of derivations. 

He argued that the phenomenon of island violation repair by sluicing provides strong evidence for the theoretical power of [global] derivational constraints 6.

6. “If a node is moved out of its island, an ungrammatical sentence will result. If the island forming node doesn’t appear in surface structure, violations of lesser severity will (in general) ensue.” [P.277]

Chomsky (1972) attempted to unify various constraints on “chopping rules” (Ross 1967). The idea was to capture all the island phenomena with one formal constraint, a specific output condition. Therefore, when a movement rule crosses an island, it leads to the violation of a certain output condition resulting in an ill-formed sentence. The resultant sentence however is still interpretable. 

Chomsky argued against the global derivational constraint and suggested that there are independent conditions on D-structure and S-structure. The conditions on D-structures are determined by the base rules: a context free grammar and a lexicon. On the other hand, s-structures must meet certain output conditions. 

A designated symbol # is assigned to an island, as soon as a movement rule crosses it and violates a general constraint on movement, indicating that the sentence is not well formed. The idea is that # cannot appear internally to a well-formed surface structure. The presence of # on a node violates the output conditions and thus the derivation gets filtered out. 

If a sluicing rule applies, resulting in the deletion of the node marked with #, the derivation is salvaged because the derivation won’t be filtered out as deviant by the output condition since  # doesn’t appear internally in a surface structure. 

He came up with an example 7
, involving extraction out of a noun complement, as evidence in support of his proposal. 

7. a. (*)I don't know which children he has plans to send to college


b. He has plans to send some of his children to college, but I don't know which ones.

An interesting thing to notice here is that in Chomsky’s account # (a pure syntactic symbol but phonetically and semantically a null item) is inserted in the course of the derivation and is visible to the output conditions. The # mark is assigned when an island is crossed by a movement operation. The output condition disallowing # however applies at s-structure. The sluicing rule also applies at s-structure. This assumes a unique order within the operations at s-structure. The optional deletion rule (sluicing) is followed by the “evaluation” by the output condition at the s-structure.

More interestingly he mentions that though the derivation (7a) is not well formed, it’s still interpretable.  To put it in more modern terms, the sentence will be bad at the PF and not at LF. The output conditions thus seem to be PF conditions. It is the PF which cannot parse crossed island nodes, assuming that crossed island nodes are marked with some PF-uninterpretable feature, say #. An output (or an interface) condition, not allowing  # in surface structures, thus accounts for the ungrammatical derivations in island violations. 

Another crucial thing is that # is a symbol assigned to the node.  This symbol can’t be deleted (or checked) in any way other than deleting the node itself (in fact a higher node containing it) by a later operation, Sluicing. Sluicing however, is not an operation exclusive for island repair or deletion of #. Island repair is merely a “side effect” of this deletion operation. 

For Ross, on the other hand, ungrammaticality is calculated across the derivation, i.e. the (global) rules were necessary so that they could inspect island violations and also determine whether these violations have been repaired by deletion i.e., whether the island-forming node does not appear in S-structure. This somehow assumes that at the end of the derivation “the derivational constraints” scan the string and its derivational history for a possible violation. And if found the string is filtered out.

Lakoff (1972), in line with Ross (1969) argued in favor of the  “global rules”, rules that make reference to more than one single point in the derivation.  He pointed out that though there are local rules in the grammar which define well-formedness condition on individual phrase markers and on a pair of successive phrase markers in a derivation, there are also global rules in the grammar that extend over more than one part of a derivation. 

 
Lakoff uses Sluicing and island repair as one of the seven sets of data in support of the argument. Lakoff pointed out that in Ross’s analysis the rule which moved the questioned constituent to initial position precedes the Sluicing rule. This ordering forces the postulation of an ungrammatical intermediate stage in the derivation. He suggests that if derivations are conceived of being blocked at any point where such violations occur, then there is no possibility of improvement of these derivations even after sluicing rule is applied. The solution to this problem is to assume that constraints on movement lead to violations only if the relevant island structure is present at s-structure. The sluiced version thus will be better despite the violations of movement constraint in their derivational histories. 

Lakoff (1972) also pointed out the following theory internal problems in Chomsky ’s (1972) account:

(a) In Chomsky’s approach a new element # is introduced in the course of the derivation to mark ungrammatical sentence in violation of an output condition saying that no such element can appear in s-structure.
 

(b) Violation of identity condition on sluicing: In Chomsky’s approach, the sluiced part has a # whereas its antecedent doesn’t. 

2.
VP ellipsis fails to repair island violations


Merchant 2001 notes a drawback for a deletion analysis of island repair: many island violations that are ameliorated by sluicing are not ameliorated by VP ellipsis.  For instance, the relative-clause island violation in (8a) can be repaired by sluicing (8b), but the equivalent with VP ellipsis is ungrammatical (8c).

8. a. *Which Balkan language do they want to hire someone [CP who speaks t]

  b.  They want to hire someone who speaks a Balkan language, but I don’t know which (Balkan 


    language) [they want to hire someone who speaks t].

  c. *They want to hire someone who speaks a Balkan language, but I don’t know which (Balkan 


 language) they do [want to hire someone who speaks t].









     [a and c are from Merchant 2001]

If both sluicing and VP ellipsis are examples of PF deletion, and if PF deletion ameliorates island violations, then it is very surprising that only sluicing ameliorates the island effect.  If relative clause islands can be repaired by PF deletion, then such repair should happen with both sluicing and VPE.  Alternately, if relative clause islands cannot be repaired by PF deletion, then they should cause unacceptability no matter how much of the sentence is deleted at PF.  The difference between (8b) and (8c) is (apparently) not predicted by a PF-deletion account of island repair.


One way to explain this surprising contrast would be to say that relative clause islands, like other islands that show this contrast with VP ellipsis, cannot be repaired by deletion.  The (improved or perfect) acceptability of the sluiced versions must be due to the sluiced versions having a different source, one which never involved movement out of a relative clause.  We consider some accounts of this form below, in section 2.1.  However, we ultimately present arguments that these accounts are not on the right track— in fact, the unacceptability of the VP ellipsis sentences in (8c) is not due to island violations at all.

2.1
Alternate accounts to “island repair”: sluiced structures lack long movement
Chung, Ladusaw, and McCloskey (1995) (henceforth CLM), actually do predict such differences between VP ellipsis and sluicing. For CLM only VP ellipsis involves PF deletion (contra Chomsky 1972).  Sluicing is not derived by deletion, so the “sluiced” structure in (8b) is not derived from (8a).  Instead, the unpronounced part of the sentence was base-generated empty, and gets its meaning from LF copying. The sluiced sentence in (8b) does not require any illicit movement out of an island.  Therefore, it is acceptable.
 VP ellipsis, however, involves PF deletion. CLM propose that there are no PF islands: all island effects are due to derivational constraints on movement.  As a result, (8c) is as unacceptable for the same reason as (8a), since both are derived from illicit movement.


Merchant (2001) proposed a pluralistic view of islands, suggesting that some islands are results of a variety of PF violations, and others are due to LF violations. PF islands can be repaired by deletion, which is a PF process. LF violations can’t be repaired by deletion. PF islands are COMP-trace effects, derived position (subjects) and extraction of conjuncts. “LF-islands” or propositional islands are relative clause islands, Adjuncts and sentential subjects islands and co-ordinate structure constraint-extraction out of an adjunct.


For Merchant, different island effects are results of different output conditions. Some islands are not well-formed but can be interpreted (similar to Chomsky (1972) and these islands are reparable by sluicing, whereas some islands which result from LF violations can’t be repaired.  Merchant’s 2001 account of relative clause islands differs from CLM’s, but crucially agrees with it that relative clause islands are not ameliorated by deletion. Instead, sluicing structures have a derivation which avoids forming an island in the first place.  The sluiced structure in (8b) need not be derived from the illicit (8a).  Sentence (8b) might, instead, have a “short source” like (9).

9. They want to hire someone who speaks a Balkan language, but I don’t know which (Balkan 
language) [IP she should speak t].

There is no relative clause island violation in (9), so it is acceptable.
  Merchant’s logic is similar to CLM’s: first, the island cannot be repaired by PF deletion, and second, the sluiced sentence, unlike the VP ellipsis sentence, is not derived from movement out of an island at all.


Unfortunately, some sluiced sentences cannot be derived from “short sources”.  Lasnik 2001 notes that while (9) may be a plausible structure for (8b), not all sluicing sentences will be compatible with “short sources”.  For instance, the sluiced sentence in (10a) cannot derive from the “short form” in (10b), because the bolded “his” is a bound pronoun that must be c-commanded by “every linguist.”  Since the short form is unavailable, the “long form” in (10c) must have been the source: and it must be acceptable in spite of having a relative clause island. “How much of his work” can reconstruct to the trace position, from which “his” will be bound by “every”.

10. a.  Everyi linguist met a philosopher who criticized some of hisi work, but I’m not sure 


how much of hisi work.



b. #Everyi linguist met a philosopher who criticized some of hisi work, but I’m not sure 


how much of hisi work [the philosopher criticized t].



c. Everyi linguist met a philosopher who criticized some of hisi work, but I’m not sure 


how much of hisi work [everyi linguist met a philosopher [CPwho criticized t]].



d. *Everyi linguist met a philosopher who criticized some of hisi work, but I’m not sure 


how much of hisi work everyi linguist did [VP meet a philosopher [CPwho criticized t]].

The acceptability of sentences like (10a), even though the “long form” is required, indicates that sluicing must be able to repair relative clause island violations after all.  This raises the question once more of why VP ellipsis cannot do so as well (as in (10d)).


Merchant 1998 considers another “alternate source” to sluiced structures: they might be clefts.  For instance, (8b) might have the derivation (11).

11. They want to hire someone who speaks a Balkan language, but I don’t know which Balkan language it should be t.

However, after proposing this analysis, Merchant presents a variety of arguments against it.  These are summarized in the appendix following this chapter.

2.2
VP ellipsis is ruled out independently of island repair


Moreover, VP ellipsis sometimes fails to repair even Merchant’s PF islands (Lasnik 2001). VP ellipsis cannot repair that-trace, if-trace, or sentential subject islands, as in (12).

12. a. *It appears that a certain senator will resign, but which senator it does [appear that t will resign] is still a secret.


[that-trace violation]

b. *Sally asked if somebody was going to fail Syntax One, but I can’t remember who she did [ask if 
t was going to fail Syntax One]
[if-trace violation]

c. *She said that a biography of one of the Marx brothers is going to be published this year, but I don’t remember which she did [say that a biography of t is going to be published this year]

[sentential subject island violation]

The corresponding sluiced sentences are acceptable, though, which is in keeping with Merchant’s analysis of these as PF islands.

13. a.  It appears that a certain senator will resign, but which senator is still a secret.



b.  Sally asked if somebody was going to fail Syntax One, but I can’t remember who.



c.  She said that a biography of one of the Marx brothers is going to be published this 


year, but I don’t remember which.

In another example
, the coordinate-structure island in (14a) can be repaired by sluicing (14b), but not VP ellipsis (14c).  

14. Mary gathered John, Bill, and one other person.



a. * I wonder who Mary gathered John, Bill and t.



b. I wonder who Mary gathered John, Bill and t.


c. * I wonder who she/Mary did [gather John, Bill and t]



d. #I wonder who Mary gathered t.

Again, a “short form” is not readily available: although (14d) is a valid sentence, “who” would have to refer to the whole group of people, rather than to a single person. This is because “gather” cannot take as its argument a single person.


This brings us back to the original question: if sluicing and VP ellipsis are both deletion operations, and deletion repairs PF islands, then why are some islands repaired by sluicing but not VP ellipsis?


Luckily, there seems to be a way out.  Perhaps deletion (whether VP ellipsis or sluicing) really does repair the island violations in (10)-(13), but VP ellipsis can be independently ruled out for reasons unrelated to islands.  This predicts that sometimes VP ellipsis will be unacceptable even when the corresponding un-elided sentence has no island violation whatsoever!  This prediction is borne out by sentences like (15)-(16).  The un-elided forms are acceptable (a), as are the sluiced forms (b), yet the corresponding sentences with VP ellipsis (c) are unacceptable or at least degraded.

15. a.  They said they heard about a Balkan language, but I don’t know which Balkan 


    language they said they heard about.



b.  They said they heard about a Balkan language, but I don’t know which Balkan 


    language.



c.  *They said they heard about a Balkan language, but I don’t know which Balkan 


    language they did.

16. a. They studied a Balkan language, but I don’t know which Balkan language they studied.



b. They studied a Balkan language, but I don’t know which Balkan language.



c. ??They studied a Balkan language, but I don’t know which Balkan language they did.

This suggests that the difference between sluicing and VP ellipsis in (8) need not have anything to do with island violation repair. VP ellipsis might be a perfectly acceptable way to get rid of an island violation, but be ruled out for independent reasons instead.  This undermines the arguments by Merchant and CLM that (some or all) islands cannot be repaired by deletion and that sluicing cannot involve the deletion of such islands.


The question remains of why VP ellipsis is unacceptable in (8)-(16).  It would be consistent with the data so far to postulate that a VP ellipsis site cannot contain a wh-trace (Sag 1976, Williams 1977).  However, this is not quite true: VPE sites can contain wh- traces, if there’s contrast (Cf. Fiengo and May 1994, Schuyler 2001).  Merchant (forthcoming) cites several examples:

17. a. I know what I LIKE and what I DON'T.



b. I know which books she READ, and which she DIDN'T.



c. What VP-ellipsis CAN do, and what it CAN’T. (Johnson 2001)

18. a. GREEK, you should take; DUTCH, you shouldn't.



b. I know which books ABBY read, and which ones BEN did.

19. a. I think YOU should ride the TALLEST camel, but I don't know which one PHIL 


should. (Schuyler 2001 (48))



b. I think you SHOULD adopt one of these puppies, but I can't predict which one



you actually WILL. (Schuyler 2001 (49))



c. ABBY took GREEK, but I don't know what language BEN did.



d. We know that Abby DOES speak Greek, Albanian, and Serbian -- we need to



find out which languages she DOESN’T speak t! (Merchant 2001:115 fn 5 (ii))



e. (I know) ABBY wants to take GREEK, but I don't know what language BEN does 


<want to take t>.



f. ABBY1 said she1 took GREEK, but I don't remember what language3 BETH2 did <say 


she2 took t3>.



g. ABBY attended a lecture on KEATS, but I don't know what poet BEN did.

There cannot simply be a constraint against any VPE when there is a wh-trace.


A second possibility is that VP ellipsis is blocked precisely when Sluicing is available: thus Merchant’s MaxElide (quoted in 20) says roughly that you should not elide a constituent if you could have elided the constituent that contains it.

20. MaxElide [DEFINITION]



Let XP be an elided constituent containing an A'-trace



Let YP be a possible target for deletion



YP must not properly contain XP ( XP ( YP )










[Merchant (forthcoming), ex. 32]

The unacceptability of VP ellipsis in (8)-(16) then follows directly from the fact that sluicing is possible: if you can delete the IP, there’s no reason to instead delete a VP contained by that IP.  Likewise, the acceptability of (17)-(19) then follows from the fact that sluicing is impossible in these sentences: the VPs may be sufficiently identical for VPE to occur, but the IPs are different, either because they have different subjects, or because of the presence vs. absence of negation.


Some violations of MaxElide are much more palatable than others, however.  In particular, when there is a subject wh-question allowing sluicing, then it is only mildly worse to use VP ellipsis instead
.

21. a. Someone will visit Mary. Who (?will)?



b. Someone will visit Mary. I wonder who (?will).

The difference is more dramatic when there is object wh-movement, whether it is in a matrix or an embedded clause.

22. a. Mary will visit someone. Who (*will she)?



b. I wonder who (*she will)

Possibly the unacceptability of VPE in (22a) could have been due to a lack of parallelism: the subject and auxiliary have been inverted in the question, but not the antecedent to it.  However, only matrix wh-questions have subject-auxiliary inversion, but VPE in (22b) is still degraded.  At any rate, MaxElide by itself does not explain why some uses of VPE sound horrid, while others sound just a little worse than the corresponding sluicing sentences.

3.
Fox and Lasnik

Fox & Lasnik (2003), henceforth F&L, suggest a possible solution to the apparent asymmetry between sluicing and VP-ellipsis (VPE). VPE fails to ameliorate the island violations in (8) (repeated in (23)), but the ungrammaticality of (23c) may not be due to the island violation at all. Even full expressions which do not show any island effects (24a) and which are perfectly acceptable under sluicing (24b) are strongly degraded under VPE (24c).

23. a. *Which Balkan language do they want to hire someone [CP who speaks t]



b.  They want to hire someone who speaks a Balkan language, but I don’t know which 


(Balkan language) [they want to hire someone who speaks t].



c. *They want to hire someone who speaks a Balkan language, but I don’t know which 


(Balkan language) they do [want to hire someone who speaks t].









[a and c are from Merchant 2001]

24. a. They said they heard about a certain Balkan language but I don’t know which 
   


Balkan language they said they heard about.



b. They said they heard about a certain Balkan language but I don’t know [CP which 


Balkan language [IP they said they heard about. ]]



c. *They said they heard about a certain Balkan language but I don’t know [CP which 


Balkan language [IP they did [VP said they heard about. ]].











[Fox and Lasnik 2003]

This unexpected asymmetry between the two ellipsis phenomena in (23) prompted both CLM and Merchant to handle these phenomena separately. However, neither account is sufficient to explain the unacceptability of (24c): although there is no island violation, VP ellipsis is bad.  Merchant (to appear) in turn tries to account for the data in (24) by MaxElide: essentially, the VP cannot be deleted (VP ellipsis) if the IP could have been (sluicing). However, once MaxElide is posited, it can also account for the ungrammaticality of (23c): one can say that relative clause islands really are repairable by PF deletion (allowing sluicing), but that due to MaxElide, VP ellipsis is unavailable.  Nonetheless, as discussed in section 2.2, some facts about the acceptability of VPE remain unexplained even by MaxElide.


F&L’s proposal tries to maintain the null-hypothesis that sluicing and VPE both involve PF-deletion and only differ in that they target different portions of the structure. They reject the contention that sluicing and VPE only differ in their capacity of island repair because there in fact exist cases where both ellipsis phenomena obviate island violations. Kennedy and Merchant (2000), for instance, observe that VPE repairs Left Branch Condition violations.

25. *How interesting did Brio write [a t novel]

26. a. Pico wrote a more interesting novel than Brio did



b. Pico wrote a more interesting novel than [Op Brio did write a t novel]

They assume (contra Merchant 2001) that deletion involves strict formal parallelism and not just semantic entailment. In addition, they follow the traditional idea that wh-expressions consist of an interrogative and an indefinite. Furthermore, F&L adapt CLM’s insight that the indefinite in the antecedent must be bound by existential closure. This can be instantiated by a system such as Reinhart (1997), according to which both wh-phrases and indefinites are licensed by quantification over choice functions. In a standard sluicing case this would guarantee satisfaction of the parallelism requirement as illustrated in (27a) and (27b):

27. a. Fred said that I talked to a certain girl but I don’t know which girl Fred said I talked to
     b. (f choice function  [α Fred said that I talked to f(girl)], but I don’t know which g 
choice 


function [β Fred  said that I talked to g(girl)]
Elision of β under full parallelism to α is possible since the variables both in the antecedent and the elided structure are bound from parallel positions. Note that this crucially involves the assumption that the wh-element in the sluiced clause did not move successive cyclically since the intermediate trace would cause the parallelism to break down. As a consequence, intermediate landing sites of the wh-element in the elided clause are only legitimate to the extent that they are fully paralleled in the antecedent. We will return below to cases where both the antecedent and the elided part of the clause contain traces. 

The view that successive cyclic movement of the wh-element does not obtain for reasons of parallelism seems problematic for constraints on the locality of movement. Abstractly, there are two possible derivations, only one of which, (28a), would satisfy the parallelism requirement.

28. (a)

Antecedent: [OP [………..indef.]
Elided structure: [OPwh [………..indef.]]



↑___________|
                       ↑___________|


( parallelism requirement satisfied

(b)

Antecedent: [OP [………..indef.]
Elided structure: [OPwh […t…t…t...indef.]]



          ↑___________|

          ↑____↑_ ↑_↑____|

( parallelism requirement violated
In (28a) the elided structure has no intermediate traces and is parallel to the antecedent, which does not involve movement at all. But what about the locality restrictions on wh-movement?  For concreteness, a theory of locality in the spirit of Chomsky’s (1986) barriers would necessitate intermediate landing sites for the movement to be legitimate, as shown in (29).

29. ∃f choice function  [α Fred said that I talked to f(girl)], but I don’t know which g choice 
function [β Fred g’’ said g’ that I talked to g(girl)]
In (29) α and β are no longer fully parallel. However, we saw that movement in one-fell swoop does not seem to be problematic in elided structures, since locality violations are repaired under deletion. In the non-elided case wh-movement can proceed in successive cyclical steps since there is no parallelism requirement for overt structures. Note that this proposal crucially relies on the assumption that intermediate traces of A’-movement are not deleted at LF (contra Lasnik & Saito 1984), i.e. assuming that the relevant formal parallelism is at LF.

F&L’s account seems to involve a considerable amount of Look Ahead. The system has to know at the time when the transformation applies whether this portion of the structure will be deleted or not. This is clearly not a problem in a GB-style system where all alternatives are created and those which violate either the parallelism requirement or subjacency are filtered out. In a more minimalist system where derivation are generally take be deterministic these assumptions might be more problematic.

Now we are in a position to venture an explanation why VPE for this sentence is not allowed.

30. *Fred said that I talked to a certain girl but I don’t know which girl Fred did said I talked to

Essentially, VPE differs from sluicing in that it involves deletion of a smaller constituent. Consider the two possible derivations of our example from above. In (31) the wh-element moved in one-fell swoop. The derivation can be ruled out immediately due to the violation of the parallelism requirement caused by the intermediate traces. 

31. ∃f choice function Fred said that I talked to f(girl)], but I don’t know which g choice 
function [TP Fred [T did [VP g’’[said g’ that I talked to g(girl)]

Let us consider the alternative derivation in (32) where the wh-element moves in one fell swoop. 

32. ∃f choice function Fred said that I talked to f(girl)], but I don’t know which g choice 
function [TP Fred T [AspP did said that I talked to g(girl)] (cf. (36) in F&L)
The details of the structure are directly taken from F&L. They argue that “the unacceptability of VPE follows if we assume that (at least) one of the two maximal projections is an island that must be circumvented by an escape hatch or by deletion”(F&L: 151). F&L are not explicit about the minutiae of the theory of locality they employ. In a footnote they state that they are roughly following Chomsky’s (1986) Barriers framework. Crucially, they adopt the central idea of Chomsky’s framework, i.e. that all maximal projections are barriers and barriers can be escaped via adjunction. It is essential that F&L do not subscribe to any details of Chomsky’s proposal, especially not the stipulation that IP is not a barrier. If movement through IP does not involve adjunction and does not leave a trace, the failure to delete IP should not be an issue. Then the AspP might still be barrier but the analysis would rest on somewhat weaker grounds and crucially rely on the presence of this additional projection, which is a fairly standard assumption but need not necessarily be the case.  

F&L and Lasnik (2007) also note that the possibility of a movement which first proceeds in a long step which violates an island followed by successive cyclic short steps must not be allowed. If it were permitted the wh-element could first move in one fell swoop to the first position outside the elided structure and the parallelism requirement would be satisfied. Then it could change gears and take all subsequent steps in a well-behaved successive cyclic manner. It would behave like a criminal who hastily escapes the crime scene and, as soon as he feels he has safely escaped from the police, slows down to normal speed in order not to appear suspicious. Lasnik invokes a different metaphor: When you enter the subway once you have chosen the express, you cannot switch to a local train. Making use of our representation used in (28), we have to rule out derivations like (33).

33. *[OPwh [t…..t….t.............................indef.]]


     ↑__↑___↑__↑_______________|
Paraphrasing an observation by Chizuru Nakao (p.c.), we note that in cases of short wh-movement the express and the local train might not be straightforwardly told apart at the time of deletion. Consider (34).

34. ??They studied a Balkan language but I don’t know which Balkan language they did 
     
[VP t] (adapted from (95) in Lasnik (2007)

We will return to the improved status of this example anon. Nakao points out that in these cases of short movement it is not clear that the parallelism requirement was violated since one step might be enough to leave the elided structure. As a result the ride in the local train, i.e. in a successive cyclic fashion, could proceed and no violation is predicted. This, however, depends on the locality assumptions. If every XP is a barrier and can only be moved out of by adjunction we would expect another trace in the VP and a structure like [VP t [VP t]]. This would break the parallelism and the example could be ruled out again. Alternatively, we would have to  reconsider the internal structure of the VP.  

A prediction of this account would be that if there was movement in the antecedent, successive cyclic movement in the elided structure should be possible too. The asymmetry between sluicing and VPE ellipsis should disappear. This is partly illustrated by the examples in (35) and (36).

35. a. I know that John said that Mary read a certain book,


     but I don’t know which one.


b. *I know that John said that Mary read a certain book,


     but I don’t know which one he did.


     (=(37) in F&L)

36. a. I know which book John said that Mary read, but YOU


   
  don’t know which one.



b. ??I know which book John said that Mary read, but YOU


         don’t know which one he did.


    
  (=(38) in F&L)

F&L claim that speakers get a clear contrast between (35b) and (36b). However, the theory predicts that (36b) should be as immaculate as the sluicing case and we would not expect it to have the intermediate status it has. Furthermore, short cases of VP-ellipsis with antecedents that do not show wh-movement seem to have a similar status as (36b). Let us return to (34), repeated as (37).

37. ??They studied a Balkan language but I don’t know which Balkan language they did [VP 


t] (adapted from (95) in Lasnik (2007)

Lasnik (2007) argues that examples of this sort can be explained in terms of Pseudogapping. (37) would have a structure like (38).

38. [CP which Balkan language [TP they T [AspP did [VP tthey [AgrP tWh [VP study t]]]]]]










      
(Lasnik (1995a))

The wh underwent A-movement to an AgrP outside the VP. As a result the elided VP does not contain a wh-trace and parallelism is not an issue (assuming either that A-movement does not leave a trace or that it is parallel to A-movement in the antecedent). Why then is (37) not as perfect as other cases of Pseudogapping in English? Lasnik (p.c.) speculates that this might be due to some focus requirement on the object in a Pseudogapping construction. Consider (39).

39. a. John studied French and Mary did [ ] Russian. 


b. ??John studied French and Mary did [ ] French.

Pseudogapping is strongly marked in (39b) where the object conveys old information. In the VP-ellipsis case, however, what would normally be focused in Pseudogapping is phonetically null. As a result, this element cannot be focused and the sentence receives the intermediate status it has.  

Appendix for Section 2: Sluicing vs. Pseudosluicing (by Shiti Malhotra)

(i) Sluicing is a deleted cleft.

Erteschik-Shir (1977) mooted an alternative to sluicing and suggested that examples like (40a) are produced by an underlying structure like (40b) by the deletion of the subject and the copula.

40. a. Someone just left –guess who.

          b. Someone just left- guess who it was.               [Erteschik- Shir (1977), p 107-8] 



Around the same time, Pollmann (1975) also proposed an optional transformation that deletes [+pro, +def] NP + copula, as an alternative to Sluicing analysis. He however didn’t address the island insensitivity in these cases. 

 
In this view, the claim is that Sluicing facts aren’t a result of an island sensitive wh-movement but rather a non-island containing structure.  In such analysis, island effects are invisible because the underlining structure (41) doesn’t have an island. 

41. That he'll hire someone is possible, but I won't divulge who (it will be).

A problem in Pollmann’s proposal was noticed by Klein (1977). Klein pointed out that Pollmann’s rule would include dat (that) and her (it) and would incorrectly predict the following potential reduction.

42. we hedden  gisteren  Pollini horen   spleen, Raad  cens wie *(dat is)

        we  have  yesterday Pollini  hear    play   guess PRT who that is

          “We heard Polini play yesterday. Guess who *(that is)
   [Klein (1977), p 84]

Interestingly neither Erteschik-Shir (1977) nor Pollmann (1975) identified the reduced structures posited as underlying sluices as related to the structure found in clefts
. However Merchant 1998 (following Takahashi 1994 and Nishiyama, Whitman, and Yi (1996) analysis of Sluicing in Japanese) proposed that a sentence like (43a) isn’t a reduced form of a cleft whose pivot is an extracted wh-phrase (43b).

43. a.  Someone just left –guess who


b. Someone just left-guess who [it was….that just left]


Merchant (2001) called the structure, derived from the underlying cleft structures, as Pseudosluicing.  “Sluicing”, on the other hand, is derived from the interrogative structures. However both Sluicing and Pseudosluicing give rise to seemingly “indistinguishable” structures.

(I) Sluicing=Wh movement + IP deletion

44. a.  Someone just left, guess who.


b. Irv and someone were dancing together, but I don’t know who.

(II) Pesudosluicing = cleft + deletion of “it is/was”

45. a. Someone just left , guess who it was.


b. Irv and someone were dancing together, but I don’t know who it was. 

Merchant further provides number of convincing arguments to show that pseudosluicing in any form cannot provide an analysis in general for Sluicing. 

(ii) Contra the equation “Sluicing=Pesudosluicing” 

(i) Adjuncts and implicit arguments:  Sluicing and Pesudosluicing differ with respect to adjuncts and implicit arguments. Sluicing with an adjunct or an implicit argument is fine but pseudosluicing produces bad results, as in (46) and (47). 

46. a. He fixed the car, but I don’t know {how, why, when} (*it was).



b. It says she speaks Greek, but it doesn’t indicate how well (*it is).



c. He’s hidden the jewels, but I don’t know where (*it is).



d. He served time in prison, but I don’t know how long (*it was).

47. a. They served the guests, but I don’t know what (*it was).



b. He said they had already eaten, but I don’t know what (*it was).



c. They were arguing, but I don’t know about what (*it was).









      [Merchant (2001), p121]

-This argument however is not relevant with respect to island effects. First since the above cases are of “Sprouting
”, where island violation repair is not possible, and second all these cases don’t involve long distance movement. 

(ii) Prosody: Sluicing requires the greatest pitch accent fall on the wh-phrase, whereas in wh-pivot clefting, the pitch accent must fall on the copula.

48. a. Someone KISSED you, and you can’t remember WHO?!?



b. Someone KISSED you, and you can’t remember who it WAS?!?



c. *Someone KISSED you, and you can’t remember WHO it was?!? 









        [Merchant (2001),p 121]

-This point is relevant in addressing the island violation issue, since standard sluicing intonation is obtained with island violations as well.                                                     

49. a. John will leave if someone shows up, but he won’t say WHO.



b. John believes the claim that someone got a prize, but he doesn’t know WHO.

(iii) Aggressively non-D-linked wh-phrases: Aggressively non D-linked wh-phrases can’t occur in Sluicing, however they can appear as pivots of a cleft. 

50. Someone dented my car last night—



a. I wish I knew who!



b. I wish I knew who the hell it was!



c. *I wish I knew who the hell!
                                                                                                                                                                                                                                                                                 





                  [Merchant (2001), p122]

- Since we don’t see Aggressively non D-linked wh-phrases with Sluicing, this point also becomes irrelevant with respect to island violation repair.

(iv) ‘Mention-some’ modifiers: Due to the exhaustivity entailed by the pivot, only a mention all interpretation is compatible with pivots of a cleft, furthermore they will be incompatible with modifiers like for example which explicitly require the “mention-some” interpretation. In case of Sluicing however “mention-some” interpretation is available.

51. A: You should talk to somebody in the legal department for help with that.



a. B1: Could you tell me who (*it is), for example?



b. B2: Who (*is it), for example?





 








  [Merchant (2000), p 122]

-Another irrelevant point with respect to island violation effects and their repair. However, consider the following example, which involves Wh-island.

52. A: You should ask you brother whether he knows someone in the legal department

a. B1: Could you tell me who (*it is), for example?

b. B2: Who (*is it), for example?

(v) ‘Mention-all’ modifiers: Contra to what we saw in case of “mention-some” modification. “Mention-all” interpretation is better in case of wh pivots of the cleft but degraded in case of Sluicing. 

53. A bunch of students were protesting, and the FBI is trying to find out who all *(it was).









      [Merchant (2001), p 122]

-This argument is also not relevant for island violation repair.

(vi) Else-modification: “Else modification” is allowed in case of Sluicing but not with pivot of a cleft.

54. Harry was there, but I don’t know who else (*it was) 









     [Merchant (2001), p 122]

- Sentences like (54) are special cases of sluicing where the antecedent of the wh-phrase is not an 
indefinite. 

-This case is again irrelevant since in these cases sluicing out of an island isn’t possible.

(vii) Swiping (wh-phrase inversion with preposition): Under sluicing, certain wh-words in English (like who, when, what, and where) apparently can invert with a selecting preposition. This kind of inversion is impossible in case of Wh pivot clefts.

55. a. This opera was written by someone in the 19th century, but we’re not sure who by (*it was).                                                                    









[Chung et al 1995: (4d)]


b. He was shouting to someone, but it was impossible to tell who to (*it was).


c. A: She's going to leave her fortune to someone. B: Really? Who to (*is it)?

-Swiping appears very similar to West Germanic R-pronoun inversion

56. a. wo-r-an  denkst du eigentlich?

       Where-on  think  you actually

      “What are you thinking of, anyway?”

     b. Du denkst an dein Buch weider

        you think on your  book again

      “You’re thinking of your book again.”









       [Merchant (2001), p 123]

- Most of the cases discussed by Merchant for this argument are possible only with sprouting (57a). This kind of sluicing however is not possible out of islands (57b)

57. a. They were arguing, but we couldn’t figure out what about.


b. *That Harry came is unfortunate, but I don’t know who else.

(viii) Languages with limited or no cleft strategy, but with sluicing: There are languages like German, Romanian and Hungarian etc which have a very limited cleft strategy or lack of clefting at all but they still allow sluicing.

-In German, PP wh-phrases can be remnants of sluicing, even “into islands” as in (58) but are not allowed with pivots of clefts, as in (59). 

58. Anke wird sich  argern, wenn  Peter mit  einem der   Lehrer   spricht , aber ich

       Anke  will REFL upset   if    Peter with  one  of the teachers  speaks   but I

       Weiβ  nicht mehr,   *(mit) welchem

        Know not  more    with  which 

     “ Anke will get upset if Peter talks to with one of his teachers, I don’t remember which”.

59. a. * Mit wem war es, daß er gesprochen hat?

            with who was it that he spoken has



b. Er hat mit jemandem gesprochen — rate    mal mit wem!

           he has with someone spoken      guess  PRT with who









    [Merchant (2001), p 125]

60. -Also in Romanian lacks cleft structure, however still shows sluicing

61. a. *E  Marie (cǎ) vreau       sǎ      întîlnesc

             is  Maria that  want.Isg SUBJ meet.Isg

            (“Its Maria that I want to meet.”)



b. Vera         sǎ    întîlneascǎ  pe    cine-va, dar nu    ştiu       pe cine



  want.3sg SUBJ meet.3sg ACC someone but not I.know ACC who

 

“ She wants to meet someone , but I don’t know who.”









[Merchant (2001), p 125]

(ix) Languages with pivots of clefts in nominative
-In Greek, the pivot of the cleft (wh-pivots as well) appears in the nominative case where in sluiced 
cases, the wh-phrase has to match the case of its correlate.

62. a. I  astinomia anekrine enan apo tous Kiprious prota, ala dhen ksero

           the police interrogated one acc of the Cypriots first, but not I.know



b. {*pjos               / pjon}.



   Which.NOM    which.ACC.



c.   {pjos                itan    / *pjon             itan}.

           Which.NOM    it.was    which.ACC  it.was


     “ The police interrogated one of the Cypriots first, but I don’t know {which/which it was}.”

                                                             [Merchant 2001, p 127]

-On the other hand, the cleft can pick up any suitable (unique) discourse antecedent, case matching with the antecedent in the preceding clause is not required. 

63. The police said that finding someone’s car took all morning, but I can’t remember who 


*(it was). 

- More interestingly, island-violating sluicing also shows Case matching, as in the following examples from German:

64. Sie  will   jemanden finden, der einem   der Gefangenen geholfen hat, aber ich weiß

        she  wants someone   find  who one.DAT of.the prisoners  helped has but  I  know

        nicht, {*welcher            / welchen}

        not     which. NOM  
which.ACC

“ She wants to find someone who helped one of the prisoners, but I don’t know which.”









        [Merchant (2001), p.91]

- This example, however, involves relative clause islands which, according to Merchant, aren’t repairable. Merchant (2001) actually argued that examples like (63) actually don’t involve an island at all. Fox and Lasnik (2003), however, showed that relative clauses are also PF islands and thus repairable under sluicing.

Section 3. Further Investigations of ellipsis phenomena


As we saw in Section 2, research on ellipsis and island violation repair (or lack thereof) has had significant implications for larger syntactic theories, such as nature of island constraints (derivational vs. representational) and the status of successive cyclicity in linguistic theory. This section discusses two other issues in ellipsis research, namely analyses of identity condition in VP ellipsis and swiping constructions, both of which have important implications for ellipsis research as well as larger issues in syntactic theories.


In the swiping section –which is the acronym for Sluiced Wh-word Inversion with Prepositions (in Northern Germanic)-, we will look at structures where a preposition can follow the sluiced wh-phrase rather than precede it in non-elliptical cases. Among the basic properties of swiping are that the preposition is stressed, that the wh-phrase generally has to be minimal, that it occurs in sprouting cases. We will compare different theories of swiping: Merchant (2002), van Craenenbroeck (2004),Hartman (2007).   


The second issue we will investigate in this section is identity condition on VP ellipsis. Drawing on Warner’s (1986) generalization, Lasnik (1995) argued that form identity may be a necessary licensing condition for VP ellipses containing auxiliary verbs in English. Subsequent work by Potsdam (1996) and Roberts (1998) have proposed an alternative account for Lasnik’s observation, and Lasnik (1997) rejected both of their proposals as untenable. This section presents a summary of this debate, as this line of research has interesting implications not only for theories of identity condition on ellipsis licensing, but also the nature of feature checking operations in syntax as well as the status of head movement in syntactic theories.

Section 3.1: Swiping

(By Atakan Ince)

-Swiping: Sluiced Wh-Word Inversion with Prepositions in Northern Germanic

Structures where a preposition follows the sluiced wh-phrase (1):

1. She was dancing, but I don’t know who with.

Four properties of swiping:

A. Swiping only occurs in sluicing.

2.
a. He’s giving a speech, but I don’t know what about.


b. *I don’t know what about he’s giving a speech.
B. Swiping targets only minimal wh-elements.

3.
a. Lois was talking, but I don’t know who to.

b. They were arguing; God only knows what about.

c. He’ll be at the Red Room, but I don’t know when till.

4.
a. *Lois was talking, but I don’t know which person to.

(van Craenenbroeck 2004: Part One (43))


b. *She’s driving, but God knows what town to.

(Merchant 2002: (22h))

The generalization is that minimal wh- operators, defined more or less as simple heads, may engage in swiping, whereas phrasal or otherwise morphologically complex wh-operators may not.

-Merchant’s (2002) “Minimality Condition”:

5. the minimality condition:

Only ‘minimal’ wh-operators occur in swiping. 

-‘Minimal’, Merchant remarks, refers to ‘Xo’.

-Swiping as ‘head-movement’ at PF of the wh-element for Merchant (2002).

6. a.              PP                       b.             PP

                   2                                 2  
                 toP      whoD                    whoD + toP      twho
-Swiping does not occur with ‘non-minimal’ wh-phrases because they, being phrasal projections, cannot undergo ‘head-movement’.

-Merchant (2002) notes that swiping occurs with ‘wh + the hell’ phrases, as well:

7.
a. He was talking, but God knows who the hell to.

b. He was talking, but God know who the hell about.

-However, he does not give an account of (7a-b) under a ‘head-movement’analysis. The chunk ‘the + hell’ is a DP, having the determiner head Do. The fact that ‘the hell’ occurs between the wh-phrase and the inverted preposition shows that it is either in a Spec position or in Complement position to the wh-word. All these facts raise difficulty for an analysis of swiping in terms of ‘head-movement’.

Interestingly, which and whose, wh- words that appear to be minimal but may not engage in swiping. As Howard Lasnik notes, this is not an exception to (5) because (5) does not say that all minimal wh-phrases can participate in swiping but that only minimal wh-phrases can participate in swiping:

8.
a. *She bought a robe for one of her nephews, but God knows which (one) for.


b. *This opera was written by an Italian composer in the 19th century, but we’re not sure which 
(composer / one) by.
       c. * They were riding in somebody’s car, but I don’t know whose in.

[Merchant 2002: (ex. 22)]
-However, as Howard Lasnik correctly notes, there is an interfering factor in examples in (8): None of the examples are sprouting cases.

-When we try these examples with sprouting cases, these examples will be bad because you cannot delete the NP within these wh-phrases because they are NEW INFORMATION. And, new information cannot be elided in ellipsis:

9.
a. *She bought a robe, but God knows which GUYnew information  for.

b. * They were riding, but I don’t know whose CARnew information  in.

-Also, it is unclear whether whose is minimal. Since it is in the possessor form, it always requires a possessee. Even in cases where it appears null, the possessee appears to be deleted. So, whose is not minimal in that it has to be part of a larger phrase: Possessive Phrase.

-The second exception involves morphologically complex wh-phrases like how much and how many, which are marginally and variably acceptable in swiping.

10.
a. % He’s been living in Arizona, but I don’t know how long for.


b. % She bought it all right, but don’t even ask how much for!


c. % There’s a lot of cities on her list, so she’ll be traveling a lot, but I don’t know how many to.
(Merchant 2002: (ex. 18))

-Chizuru Nakao notes examples of swiping with non-minimal wh-phrases improve in long-distance movement cases. However, I think more systematic data collection is required to confirm this view.

C. In swiping, the preposition is always given stress.

-Maribel Romero: Swiping is OK only when the Preposition is focused.

-For Merchant (2002), the reason for the occurrence of head-movement in swiping cases is due to the constraint headfinal which requires that the prosodic head of φ should be final in φ.

11. a.[who TO]φ   b. *[WHO to]φ       c. [to WHO]φ        d. *[TO who]φ
D. Swiping only affects PPs which have no antecedent.

12.
a. Lois was talking, but I don’t know who to.

b. They were arguing; God only knows what about.

c. He’ll be at the Red Room, but I don’t know when till.

-Howard Lasnik notes that Swiping is good only with Sprouting.

-Rosen (1976) (ex. 25) and Chung et. al. (1995) (ex. 26) give data where swiping occurs in non-sprouting cases, as well:

12. Howard shares the apartment with someone, but I have no idea who with.

13. This opera was written by someone in the 19th century, but we’re not sure who by.

In the following part, I will remark problems with Merchant’s account and briefly give the main points of van Craenebroeck’s (2004) account, and then summarize Hartman’s theory of sluicing and account for swiping in detail.

Problems with Merchant’s account:

-Merchant’s account

i). HEADFINAL dictates that swiped prepositions should receive focus.

ii). AVOIDF dictates that GIVEN elements should not receive focus.

iii). Therefore, if a preposition is GIVEN, it should not appear in swiping.
Merchant cannot account for why swiping occurs only in sluicing. He cannot account for exceptions to the ‘minimal wh-element’ condition (wh-elements like how long, how much, how many in (10)). He cannot account for the cross-linguistic correlation between swiping and preposition-stranding. He cannot account for swiping across higher clauses:

14. a. He wants us. --What do you suppose for?

       b. Besides, Jisao was “invited” here. Who do you think by?

       c. It looks like he's thinking pretty hard in the last two poses, what do

         you suppose about?

       d. Will I get married, and if so, who do you think with?

       e. Do Polynesians feel that they originated on the Islands of Polynesia, or       

         do they think that they sailed there? If they sailed there, where do you        

         think from?

(Hartman 2007: 57)

Interestingly, in all the examples in (15), the higher Subject in the sluicing sentences is you. When the Subject is a name third person pronoun, the sentences gets a bit degraded:

15. a. He wants us. --? Who does she/Mary suppose for?

b. Besides, Jisao was “invited” here. ?Who does she/Mary think by?

-So the fact that the higher/matrix Subject is you is significant.

van Craenenbroeck (2004)

van Craenenbroeck assumes a split-CP model consisting of CP1 and CP2, the first one being the highest projection. In CP2 operator-variable relations are established, and in CP1 clausal typing is expressed. He also assumes that minimal wh-phrases move to Spec, CP1 through Spec, CP2 whereas complex wh-phrases are base-generated in Spec, CP1.

So, he gives a stranding-based analysis of swiping:

16. CP1[ wh1 CP2[ PP[ Po t1]2      . . . t2 . . . 

He argues that since complex wh-phrases are never move through CP2 and strand their Preposition in CP2 but base-generated in CP1 they can never occur in swiping cases. 

HARTMAN (2007)

Sluiced wh-phrases move first to Spec, FocP to check weak [+ ifocus] feature, and then to Spec, ForceP to check strong [+wh] feature.

He assumes that FocP is projected under ForceP in both “standard wh-movement” and “focused wh-movement”. Sluiced wh-phrases bear a weak [+iFoc] (information focus) feature –to be checked after spell-out- which they need to check against Foco.

In “standard wh-movement”, he assumes, a wh-phrase directly moves to Spec, ForceP without going through Spec, FocP. 

Sluicing is deletion of TopicP, which is between FocP and IP:

17. FocP[ . . . TopP[ . . . IP[ . . .

18. Pre-spell-out checking of the [+iFoc] feature on Foco licenses the PF deletion of

            its complement, TopicP. (Hartmann 2007: 15)

Possible Challenge: In Turkish, for example, TopicP is above FocP in the CP-domain because [+topic] elements precede [+focus] elements (see Ince, 2007 ). So, in Turkish the elided site cannot be TopicP, otherwise the wh-phrase to be sluiced would also be elided in the elision site.

Hartman takes swiping as P-stranding in Spec, FocP.

The derivation of swiping in Hartman’s theory:


19. [ForceP who [Force′    Co     [FocP [PP with twh ] [TopP . . . [IP . . . tPP . . .


 The PP moves to Spec, FocP to check [+ iFoc] feature on the P head, and the wh-phrase moves to Spec, ForceP to check its [+wh] feature, stranding the preposition.

20. Assign an [+iFoc] feature to the largest non-E-GIVEN constituent which is

dominated by an otherwise E-GIVEN constituent.
21. We know he’s giving a speech. What we don’t know is what he’s giving a

            speech ABOUT[+iFoc].
22. THE FOCUS DELETION BAN:

At PF, a deleted constituent may not contain an [+iFoc] feature.

23. THE FOCUS MOVEMENT RULE:

            A. Only elements which bear an [+iFoc] feature may move to [Spec, FocP].

            B. This movement only occurs overtly if it is independently compelled to do

                so in order to rescue an [+iFoc] feature from deletion at PF.
24. THE SWIPING-AS-STRANDING ANALYSIS AND CONSEQUENT CONSTRAINT:

            Swiping is preposition-stranding in [Spec, FocP]. Consequently, no preposition

            may appear in swiping unless it has moved to [Spec, FocP].
Property C is simply accounted for as a consequence of ‘The Swiping-as-Stranding Analysis’. Since Preposition stays in Spec, FocP, and since focused elements bear prosodic stress, the proposition in swiping structures bears prosodic stress.

Property D is also accounted for by the distribution of [+ iFoc] feature since only non-E-given elements can bear [+ iFoc] feature. When the PP occurs in the antecedent clause it is E-given. In that case, the PP cannot have [+ iFoc] feature, neither can it move to FocP. So, only non-E-given PPs can be stranded.

Swiping has property A because overt focus movement is licensed only when an element with [+ iFoc] feature needs to escape out of an elision site. Since overt focus movement is observed only in sluicing, swiping also occurs only in sluicing since it also requires overt focus movement.

As to the ‘minimal wh-element’ Condition, non-minimal wh-phrases are D-linked; in other words, they have discourse antecedent. So, whenever a non-minimal wh-phrase occurs in a PP, that PP is must have an antecedent in the discourse. As stated above, swiping occurs with non-E-given PPs. That’s why swiping cannot occur with non-minimal wh-phrases.

However, in case of contextual implication –in cases where an antecedent is not required-, swiping with non-minimal wh-phrases is possible:

25. a. He fought in the civil war, but I don’t know which side for.

            b. Pierre is an illegal immigrant. He’s originally from France, but came here

                from Canada. He’ll definitely be deported, but it’s not clear which country to.

            c. A: He’s one of the best players in the league. He plays shortstop.

              B: Which team for?

            d. It appears to have been translated, but I can’t tell what language from.
(Hartman 2007: 42)

In the examples below, although wh-phrases are minimal, swiping is ungrammatical because these wh-phrases are D-linked though minimal. Or, they could be ungrammatical because they are not minimal wh-phrases but complex wh-phrases whose NP is elided:

26. a.*She bought a robe for one of her nephews, but God knows which (one) for.

       b. *This opera was written by an Italian composer in the 19th century, but we’re not sure which 

(composer / one) by.

       c. *They were riding in somebody’s car, but I don’t know whose in.

[Merchant 2002: ex. 22]

Why swiping is possible with only certain prepositions?

27. A: I was arguing with Bill.

       B: What about? (*before, *during, *despite, etc.)
(Merchant 2002: endnote 5; Hartman 2007: 43)

“. . . the prepositions which never appear in swiping (between, before, underneath, despite, during, etc.) are simply those prepositions for which it is virtually impossible to conceive of an antecedent that carries the unequivocal implication of the appropriate PP. . .  they are not implied by the antecedent, and thus they do not appear in swiping.” 

                                                                                                            (Hartman 2007: 43-4)
Sluicing of  ‘aggressively non-D-linked wh-phrases’ is ungrammatical unless they occur in swiping structures:

28. a. John’s talking about something, but I don’t know what.

b. *John’s talking about something, but I don’t know what the hell.
29. a. John’s talking, but I don’t know what about.

b. (John’s talking, but I don’t know what the hell about.
(Hartman 2007: 45)

Swiping is OK with ‘aggressively non-D-linked wh-phrases’ because since they cannot have [+ iFoc] feature they can move to FocP only as part of larger structure with [+ iFoc] feature like PP. That’s why they are sluiced only in swiping cases.

30. *John’s talking, but I don’t know about what the hell.
Hartman observes that ‘aggressively non-D-linked wh-phrases’ have to strand their preposition:

31. a. What the hell did you fix it with?

       b. *With what the hell did you fix it?
(Hartman 2007: 48)

So, ‘*John’s talking, but I don’t know about what the hell.’ is bad because ‘aggressively non-D-linked wh-phrases’ cannot pied-pipe their preposition and move to Spec, ForceP. However, they have to pied-pipe a preposition to move to Spec, FocP.

Swiping with Doing

32. a. A: I spent the entire day at the mall.

         B: Really? What doing?

       b. John has a job, but he won’t tell me what doing.

(Hartman 2007: 48)

For Hartman, the verb doing has [+ iFoc] feature. So, the whole structure moves to Spec, FocP, and then the wh-phrase moves to Spec, ForceP stranding doing in Spec, FocP.

33. [ForceP Whati [FocP DOING ti]j [TopP [IP … [ tj ]]]
(ibid., p. 49)

Section 3.2: A gap in an ellipsis paradigm (Lasnik, 1997)
(By Akira Omaki)

1. A gap in an ellipsis paradigm: Background (Lasnik, 1995)
(1)
Main verb vs. auxiliary asymmetry in VP ellipsis (Warner, 1986)


a. John slept, Mary will too


b. *John was here, and Mary will too

(2)
Hybrid account (Lasnik, 1995): in the lexicon, main verbs are bare, auxiliaries are 
inflected


a. John Infl [VP sleep], Mary will [VP sleep], too ( form identity, licensing VP ellipsis


b. *John was here, and Mary will be/was here too ( no form identity/feature mismatch

[Note: Lasnik’s hybrid account was originally meant to account for the distribution of verbal morphology, verb raising (have/be raising) and do-support, e.g. English data seen in (3)]

(3)
a. *John not left


b. *John left not.

And note that the lexicalist account (assumed by Roberts and Potsdam to be discussed below can’t explain these data, but they don’t seem to care since they only focus on the VP ellipsis paradigm. Anyway, let’s put that aside for the moment…)

2. Alternative approaches to the gap: Roberts (1998) and Potsdam (1996)

(4)
a. “[VP [V e] X] cannot antecede VP-ellipsis.” (Roberts, 1998)


b. “… a trace of verb movement cannot serve as part of a VPE antecedent” (Potsdam, 
  
  1996)

(5) There is overwhelming evidence against (4) from various languages (see Howard’s handout for full details). Below are two examples: (6) presents Doron’s (1990: Later published as Doron 1999) data from Hebrew (an overt V-to-I raising language which allows VP ellipsis), and (7) presents grammatical English data that (4) should rule out. Both of these data show situations where VP ellipsis is licensed by an antecedent VP whose head V has raised to I.

(6)    Q: Salaxt 
et 

ha-yeladim 
le- beit-ha-sefer   (where V raised to I)  
  
   You-sent 
Acc

the kids
to school

   
“Did you send the kids to school?”


A: 
Salaxti

(( VP “send the kids to school” being elided)



I sent



“I did (i.e., I sent the kids to school)”


Hebrew 
Doron (1990)

Note: This sentence may appear to involve a null argument instead of VP ellipsis. However, Atakan pointed out that Goldberg (2005) shows that Hebrew does not allow animate null arguments, and this indicates that the answer given in (6) involves a VP ellipsis

(7) John was1 [VP t1 here] and Mary was2 [VP t2 here] too

Here, too, the VP antecedent contains a trace, but this sentence is perfectly fine

(8)
Possible revision of Robert’s (4a) by Howard: 


a. [VP [V e] X] cannot antecede VP-ellipsis of [VP [V] X] ((where V is lexical))


Robert’s quotes that justify (8a): “…a raised V has fewer features than a non-raised V, 
assuming that the features that cause raising are not copied”


( fewer features in the head of the antecedent than in the head of the elided phrase, 
hence they presumably violate some identity condition.


Generalizing (8a) further…


b. [YP [Y e] X] cannot antecede YP-ellipsis of [YP [Y] X]

[BTW, another variant of Robert’s idea is that head movement simply leaves no trace. I’ll explore this possibility in Appendix, and show that there are three potential empirical problems with this approach.]

(9)
Potential counter example 1: Sluicing


a.
Speaker A: Never will1 [IP Harry t1 go to a linguistics lecture again]



Speaker B: Tell me why [IP Harry will never go to a linguistics lecture again]

Here, the antecedent IP contains a trace, but ellipsis is fine, assuming that the elided 
clause does not contain inversion (i.e., the source is not the whole sentence in Speaker A’s 
utterance)


However, Alan suspects that the source itself may contain an inversion – which is more 
visible if we use “never again” (9b):


b.
Tell me why [IP never again will Harry go to a linguistics lecture]

(10)
Potential counter example 2: Pseudogapping (assuming Koizumi’s split VP)



a. I rolled up a newspaper, and Lynn did ____ a magazine


b. I [VP [rolled up]1 [AgrP [a newspaper]2 Agr [VP t1  t2]]], 



and Lynn did [VP V [AgrP [a magazine]2 Agr [VP [rolled up]  t2]]]

(11)
However, on Howard’s analyses of ellipsis constructions in (9) and (10), the heads of the relevant elided phrases had their features checked while remaining in situ (Chomsky’s Move F: See Lasnik 1999 for details of such feature checking). Given this, those counter examples to (8b) are still compatible with the rationale behind the revised proposal of Roberts’, namely, (8a).

(12)
Nevertheless, the revised proposal still can’t explain the original paradigm (1): If the Infl feature of was in (1b) was checked and deleted, then that auxiliary should look more like be, which is presumably the head of the elided VP. Then, was and be should be identical in terms of features… Thus, there has to be something more than feature specification to the identity condition that needs to be met in these VP ellipsis examples.

(1)
Main verb vs. auxiliary asymmetry in VP ellipsis (Warner, 1986)


a. John slept, Mary will too


b. *John was here, and Mary will too

(13) Potsdam’s argument for (4b):

(4b) “… a trace of verb movement cannot serve as part of a VPE antecedent”

First, he thinks that Warner’s auxiliary generalization (that auxiliaries in VPE must be identical) is only a tendency, and he argues that this is why, he argues, the sentences in which the antecedent is headed by a non-finite auxiliary (14) below are sometimes fine. The degree of difficulty (which, for him, is a processing difficulty associated with the recovery of the semantic content of the ellipsis) depends on how close the forms of the verbs are. When the antecedent contains a finite auxiliary, however, he admits that the sentence is always bad, and he attributes this to the following (stipulative) principle:

Potsdam’s principle: [Under ellipsis] Corresponding X0 traces [unlike XP traces] must have the same binder in both the antecedent and target clauses.

(14) John is being examined, but Jack really should be examined also.

(15) Notice, by the way, that there are really odd assumptions in his account: First, it is not clear why the semantic content recoverability is dependent on the form of the auxiliaries. Second, it is not the case that the verb forms are more identical when the auxiliaries are non-finite than when they are finite, which seems to be what he is assuming. For example, the auxiliary verbs in (16) have the identical form, but nevertheless it’s clearly bad. Thus, the non-finite vs. finite distinction, even if it were true, does not seem to follow from his assumption about VPE processing difficulties.

(16) *The men have left, but the women shouldn’t have left
[(58) in Lasnik, 1995b]

(17) …but anyway, let’s take his argument at face value and evaluate if it works. Potsdam says (but doesn’t show) that the principle in (13) is universal, and that it is supported by data in Hebrew and Irish (but see Lasnik (1997) for an objection that Hebrew data may be confounded). Potsdam does present a piece of evidence from British English that appears to support his principle.

(18) a. *I haven’t  t  a dependable friend, unless you are t a dependable friend.

b. *Have you  t  a good dentist? Yes, my cousin is t a good dentist

c. Have you t to be at the wedding rehearsal?


  *Yes, I am t to be at the wedding rehearsal, at six. I’m needed to organize the guests.

(19) However, Lasnik (1997) presents a piece of evidence from Serbo-Croatian that his principle is at least NOT universal. In (20), the first and second clauses contain V-to-I raising, and the two verbs are different: Hence, Potsdam predicts that VPE is impossible. Nevertheless, the second clause allows sloppy reading of the reflexive, suggesting that the second clause does involve VPE. (wrt (18), see A14 in Appendix for a potential explanation)

(20) Marko
gradi
sebi

kucu,
a

Marija
kupuje

Marko
builds
himself

house
and

Marija
buys

“Marko is building himself a house, and Maria is buying herself a house”

(21) Conclusion: Alternative approaches to “Gap in an ellipsis paradigm” by Roberts (1998) and Potsdam (1996) do not seem to be viable. Lasnik’s hybrid account, on the other hand, can account for the “Gap in an ellipsis paradigm” as well as the original target of inquiry, i.e., the distribution of verbal morphology.

Appendix to Section 3.2: “Head movement without trace” approach to the gap in an ellipsis paradigm

(A1)
Omaki (2007) suggested that Lasnik’s hybrid account may have to assume that head movement does not leave a copy, since the copies of the raised auxiliaries that are left behind in (A2b) are not identical and predicted to be ungrammatical, contrary to fact.

(A2)
a. John was here, and Bill and Mary were, too.



b. John was1 [was1 here], and Bill and Mary were2 [were2 here], too.

(A3)
This offers another alternative account to the VP ellipsis paradigm (1): In (1b), was has moved to Infl, and leaves no copy behind (i.e., V slot is simply empty). Thus, the VP in the first clause and the second clauses are not identical, as shown in (A4).

(1)
Main verb vs. auxiliary asymmetry in VP ellipsis (Warner, 1986)



a. John slept, Mary will too



b. *John was here, and Mary will too

(A4)
John was [VP ___ here], and Mary will [VP be here] too

(A5)
Just an aside: I speculate that the reason why head movement does not leave a copy behind / the copy in the original position has to be deleted immediately is because of linearization requirements: i.e., when head adjoins another head, the head in the raised position does not c-command the original position, and thus chain reduction (Nunes, 2004) is not available, causing a linearization problem. The same account can be extended to the right-dislocated PP discussed in Chizuru’s 895 (Nakao, 2007), since there she argued that the right-dislocated PP does not c-command its original copy either.

(A6)
However…I am aware of at least three potential problems with the assumption that head movement does not leave a copy behind. They are a) Potsdam’s British English data (18), b) V-copying in Hebrew (Landau, 2006), and c) pseudogapping (10).

(A7)
If head movement leaves no copy behind, the VPs in the first and second clauses in Potsdam’s British English sentences (18) should look identical (A8). However, the sentences are bad, contrary to the prediction.

(18) a. *I haven’t  t  a dependable friend, unless you are t a dependable friend.

b. *Have you  t  a good dentist? Yes, my cousin is t a good dentist

c. Have you t to be at the wedding rehearsal?


 *Yes, I am t to be at the wedding rehearsal, at six. I’m needed to organize the guests.

(A8)
a. *I haven’t [VP ___ a dependable friend], unless you are [VP ___ a dependable friend]


b. *Have you [VP ___ a good dentist]? Yes, my cousin is [VP ___ a good dentist]


c. Have you [VP ___ to be at the wedding rehearsal?]



*Yes, I am [VP ___ to be at the wedding rehearsal], at six. I’m needed to organize the     
guests.

(A9)
Hebrew has a V(P)-copying construction, in which the V in the fronted VP shows up in a bare form while the fully inflected copy of the V shows up in Infl (A10) (which, by the way, argues against the lexicalist approach to verbal morphology).
 Atakan points out that this could be a problem for the head movement account pursued here, assuming a bottom-up derivation: i.e., if V raises to I (which is generally assumed for Hebrew) and leaves no copy behind, then why does the fronted VP (which is, presumably, fronted after V-to-I raising) have an uninflected V?

(A10)
a. liknot, hi 
kanta 
et 
ha-praxim.


  to-buy she 
bought acc 
the-flowers


  “As for buying, she bought the flowers.”



b. liknot  et 
ha-praxim,
hi  kanta.


  to-buy acc 
the-flowers
she bought
(A11)
Pseudogapping discussed above in (10) may be a problem: If V-raising leaves no copy behind, the relevant VPs in the first and second clauses look quite different (A12).

(10)
a. I rolled up a newspaper, and Lynn did ____ a magazine

b. I [VP [rolled up]1 [AgrP [a newspaper]2 Agr [VP t1  t2]]], 


and Lynn did [VP V [AgrP [a magazine]2 Agr [VP [rolled up]  t2]]]

(A12)
I [VP [rolled up]1 [AgrP [a news paper]2 Agr [VP ____  t2]]], 


and Lynn did [VP V [AgrP [a magazine]2 Agr [VP [rolled up]  t2]]]

(A13)
Thus, the “head movement as copy-free movement” faces these 3 empirical problems.

(A14)
Potential solutions…though these are still preliminary:



Possible solution for Problem 1:

a. The reason why the British English sentences in (18) are bad may have nothing to do with form identity, but rather because the theta roles assigned to the NPs (e.g., a dependable friend in (18a), etc.) are simply different, and violates semantic identity condition. In other words, both form and semantic identity may be necessary for recoverability of deletion.

b. Another possible reason along the form identity assumption comes from the Case of the elided NP: Belletti (1988) has argued that the complement of be receives partitive Case, whereas the object of have would receive accusative Case, according to the standard assumption. In this sense, the form of the NPs in the elided VPs in (18) may superficially look the same but they may actually bear different forms.



Possible solution for Problem 2:

Perhaps we could get around this by stipulating some derivational timing that would give us such structures…? For example, perhaps there is a sideward movement of V(P) to the focus projection before V-to-I raising. Movement to Focus would be A’-movement and hence leaves a trace (Lasnik, 1998), and V can then raise to I? But this may be rather counter-cyclic…

Possible solution for Problem 3:

a.
Since in (A12) the features of rolled up in the second clause have been raised and checked, this VP may look sufficiently similar to the VP in the first clause, in which there is no trace of the verb…? Well, this is too speculative…

b. 
Another possibility is the following: In the first clause, there is really no 


overt V raising or object shift, while the object undergoes covert raising (leaving 


no trace). If the LF representation in the first clause can serve as the antecedent 


for the second clause, then this VP ellipsis could be licensed. However, under this 

approach, it seems rather stipulative that PF deletion can not be licensed by the PF 

representation but only by the LF representation of the antecedent.

Selected References
Abels, Klaus (2003). Successive-cyclicity, anti-locality, and adposition stranding. Doctoral dissertation, University of Connecticut, Storrs, Connecticut.

Almeida, Diego & Yoshida, Masaya (2007). A problem for the preposition stranding generalization. To appear in Lingustic Inquiry 38/2.

Baker, C. L. (1968). Indirect Questions in English. Doctoral dissertation, University of Illinois, Urbana, Illinois.
Belletti, A. (1988). The Case of unnaccusatives. Linguistic Inquiry, 19, 1-34.

Chomsky, N. 1972. Some empirical issues in the theory of transformational grammar. In Goals of linguistic theory, ed. P. S. Peters, 63-130. Englewood Cliffs: Prentice-Hall Inc.

Chomsky, Noam (1973). Conditions on transformations. In A festschrift for Morris Halle, ed. Stephen Andersen and Paul Kiparsky, 232-286. New York: Holt, Rinehart and Winston.

Chung, S., W. Ladusaw, and J. McCloskey. (1995). Sluicing and Logical Form. Natural Language Semantics 3: 1-44.

Van Craenenbroeck, Jeroen (2004). Ellipsis in Dutch Dialects. Utrecht: LOT.

Doron, E. (1999). V-movement and VP ellipsis. In S. Lappin & E. Benmamoun (Eds.), Fragments: Studies in ellipsis and gapping (pp. 124-140). Oxford: Oxford University Press.

Elliot, D. (1971). The Grammar of Emotive and Exclamatory Sentences in English. Doctoral dissertation, The Ohio State University, Columbus, Ohio. [Reproduced in Working Papers in Linguistics NO. 8, Computer and Information Science Research Center, The Ohio State University.
Erteschik-Shir, Nomi. (1977).  On the Nature of Island Constraints. Bloomington: IN: Indiana University Linguistics Club. 

Fiengo, R. and R. May. (1994). Indices and Identity. Cambridge, Mass.: MIT Press.

Fox and Lasnik. (2003). Successive cyclic movement and island repair. The difference between Sluicing and VP ellipsis. Linguistic Inquiry. 34: 143-154.
Goldberg, L. M. (2005). Verb-stranding VP ellipsis: A cross-linguistic study. Unpublished doctoral dissertation, McGill University, Montreal.

Grimshaw, J. (1979). Complement Selection and the Lexicon. Linguistic Inquiry 10:2. 279-326.
Hartman, Jeremy F. (2007). Focus, Deletion, and Identity: Investigations of Ellipsis in English. MA Thesis. Harvard University. Boston, MA.

Ince, Atakan (2007). “Non-Wh-Phrases in Sluicing in Turkish”. Paper presented at LSA, Anaheim, CA.

Johnson, Kyle. (2001). What VP ellipsis can do, what it can't, but not why, in Mark Baltin and Chris Collins (eds.) The handbook of contemporary syntactic theory, Blackwell Publishers, pp. 439-479.

Kennedy, Christopher and Jason Merchant. (2000). Attributive comparative deletion. Natural Language and Linguistic Theory 18:89-146.

Kiparsky, P. and C. Kiparsky. (1970). “Fact,” in M. Bierwisch and K. E. Heidolph, eds., Progress in Linguistics. The Hague: Mouton. 143-173.
Klein, Maarten. (1977). Appositionele constructies in het Nederlands’, Ph.D. thesis, Nijmegan University.

Lakoff, George. (1968). ‘The Arbitrary Basis of Transformational Grammar’. Language, 48:76-87.

Landau, I. (2006). Chain resolution in Hebrew V(P)-fronting. Syntax, 9(1), 32-66.

Lasnik, H. (1995). Verbal morphology: Syntactic Structures meets the Minimalist Program. In H. Campos & P. Kempchinsky (Eds.), Evolution and revolution in linguistic theory: Essays in honor of Carlos Otero (pp. 251-275). Washington, D.C.: Georgetown University Press.

Lasnik, H. (1997). A gap in an ellipsis paradigm: Some theoretical implications. Linguistic Analysis, 27, 166-185.

Lasnik, H. (1998). Some reconstruction riddles. University of Pennsylvania Working Papers in Linguistics, 5, 83-98.

Lasnik, H. (1999). On feature strength: Three minimalist approaches to overt movement. Linguistic Inquiry, 30, 197-217.

Lasnik, H. (2007). Ellipsis and island violation repair. Linguistics 819 course handout.

Lasnik, H. (2007). A Family of Questions. Linguistics 819 course handout.

Merchant, Jason. 1998. ‘Pesudosluicing’: Elliptical Clefts in Japanese and English, in A. Alexiadou, N. Fuhrhop, P. Law, and U. Kleinhenz (eds.), ZAS working papers in linguistics 10. Berlin : Zentrum Fur Allgemeine Sprachwissenschaft, 88-112.

Merchant, Jason (2001). The syntax of silence: Sluicing, islands, and the theory of ellipsis. Oxford: Oxford University Press.

Merchant, Jason (2002). “Swiping in Germanic”. In C. Jan-Wouter Zwart and Werner Abraham (eds.), Studies in comparative Germanic syntax, 295-321. John Benjamins: Amsterdam.

Merchant, Jason. (Forthcoming). Variable island repair under ellipsis. In Kyle Johnson (ed.), Topics in ellipsis. Cambridge University Press: Cambridge. August 2001 draft available at http://home.uchicago.edu/%7Emerchant/publications.html
Nakao, C. (2007). Copy free movement, swiping and the ECP. Unpublished Generals paper, University of Maryland, College Park.

Nunes, J. (2004). Linearization of chains and sideward movement. Cambridge, MA: MIT Press.

Omaki, A. (2007). Another look at affixal heads. Paper presented at Syntax Lunch Talk, University of Maryland, April 11.

Ono, H. (2006). An Investigation of Exclamatives in English and Japanese: Syntax and Sentence Processing. Ph.D. Dissertation, University of Maryland, College Park, MD.
Pollmann, T. (1975). ‘Een regel die subject en copula deleert?’ Spektator, 5:282-92.

Potsdam, E. (1997). English verbal morphology and VP ellipsis. In Proceedings of the North East Linguistic Society 27 (pp. 353-368). Amherst, MA: GLSA Publications.

Roberts, I. (1998). Have/Be raising, Move F, and Procrastinate. Linguistic Inquiry, 29(1), 113-125.

Rosen, Carol. (1976). Guess what about? In A. Ford, J. Reighard, and R. Singh (eds.), Papers from the 6th meeting of the North Eastern Linguistic Society, 205-211. Montreal Working Papers in Linguistics: Montreal.

Ross, John Robert. (1967). Constraints on variables in syntax. Doctoral dissertation, MIT, Cambridge, Mass. Published as Infinite syntax!  Norwood, N.J. : Ablex (1986).

Ross, John R. (1969). ‘Guess Who?’. in R. Binnick, A. Davison, G. Green, and J. Morgan (eds.),  Papers from the 5th Regional Meeting of the Chicago Linguistic Society.  Chicago: Chicago Linguistic Society, 252-86.

Ross, J. R. (1973). The Penthouse Principle and the order of constituents. Papers from the Comparative Syntax Festival (CLS 9 paravolume).
Sag, Ivan. (1976). Deletion and Logical Form. PhD thesis, MIT. Published 1979 by Garland Press: New York.

Schuyler,Tami. (2001). Wh-movement out of the site of VP-ellipsis. MA thesis, University of California, Santa Cruz.

Warner, A. R. (1986). Ellipsis conditions and the status of the English copula. York Papers in Lingusitics, 12, 153-172.

Wasow, Thomas. (1972). Anaphoric relations in English. Doctoral dissertation,MIT, Cambridge, Mass. [Revised version published as Wasow 1979.]

Wasow, Thomas. (1979). Anaphora in generative grammar. Ghent: E. Story-Scientia.
Williams, E. (1977). Discourse and Logical Form. Linguistic Inquiry 8(1).

� I took the liberty of changing  G&P’s examples since the word “das Television”  does not strike me as a (commonly) used noun in German. Also, if it were used it would be feminine.


� An alternative to the optional lexical insertion that he considers in passing is that lexical items are there, although they lack phonetic material. Wasow attributes this idea to J. Katz (see footnote 8).


� Wasow also claims that ‘ellipses’ as well as anaphora both do not need to recover negation, adjectives or adverbs in the first conjunct, but I will not discuss these here since the full paradigm of data is not presented for negation, and for adjectives and adverbs, it is not clear whether the tests were done carefully to exclude pragmatic interpretation.


� Ross (1967): “If the structural index of a transformation has n terms, a1, a2……an, it is a reordering transformation if its structural change has any ai as its kth term, or if ai is adjoined to its kth term, where i is not equal to k….if a transformation reorders ai, and the structural change substitutes the identity (null) element or some ak, i is not equal to k, for the ith term of the structural index, the transformation is a chopping transformation.”


� Ross (1967); An island is a syntactic constituent, which disallows movement from within itself. Transformations that "chop" a constituent and move it without leaving anything behind are the chopping operations and only these operations are constrained by islands. 


� This Sentence is not an unacceptable sentence for many native speakers or may be quite a weak violation for others, but for Chomsky it is unacceptable and thus he marked it with a *.





� In modern terms, a violation of the Inclusiveness condition


� The example used by Chung, Ladusaw, and McCloskey was actually (ii), which has movement out of an adjunct island.  They note that VP ellipsis in (ii) does not ameliorate the island. 





Lead-in: We left before they started playing something.





(i)	*What did you leave [before they started playing t]?		(no ellipsis)


(ii)	*What did you leave [before they did start playing t]?		(VP ellipsis)


(iii)	What did you leave [before they started playing t]?		(sluicing)





However, the adjunct island in (ii) is not actually elided: the elided VP is contained within it.  In contrast, in the sluiced sentence in (iii), the entire adjunct island is elided. Thus, this contract actually would have been predicted by an account such as Chomsky 1972 in which relative clause islands are PF violations and both sluicing and VP ellipsis structures are derived by PF  deletion.  The island is deleted by sluicing, but not by VP ellipsis, so only the sluiced structure is acceptable.


Nevertheless, CLM’s analysis may be applied to (� REF _Ref38432916 \r \h ��8�), which does not have this problem: there, the island is deleted both by VPE and by sluicing.


� Atakan Ince (p.c.) raises the question of what counts as “identity” for purposes of deletion.  It is unclear whether the deleted IP in (� REF _Ref38439806 \r \h ��9�) actually corresponds to anything in its antecedent.)


� This island is particularly odd because it’s unclear what rules out a ‘that’-free source as in (i).


(i)	It appears that a certain senator will resign, but which senator it does [appear t will resign] is still a 	secret.


� This was discussed in class, but we forget whose observation it was. Merchant (forthcoming) also notes that sluicing but not VP ellipsis ameliorates coordinate structure constraint violations (ex. 22).


� Some English speakers, including Howard Lasnik, consider (19f) to be merely marginal. Lasnik notes that it would be even worse to him if the embedded subject had not been a bound pronoun. In fact, finite complements with bound subjects seem to be privileged in a number of other ways (see Lasnik’s 2007 course handout "A Family of Questions“).  First, gapping, pseudogapping, and ACD may allow the deletion of most of a biclausal sentence, if and only if the embedded subject is a bound pronoun. Similarly, embedded-clause quantifiers may scope over matrix-clause quantifiers, iff the subject is a bound pronoun. Third, reciprocals in an embedded clause may be bound from outside that clause, if the embedded subject is a bound pronoun.  Finally, embedded objects may be extraposed if the embedded subject is a bound pronoun.


� Tim Hunter notes that this looks like an A over A constraint (Ross 1967).


� In retrospect, this may be because the constituent deleted in VPE does not contain an A’-trace at all.  In (i), the subject undergoes A-movement out of the VP before undergoing A’ movement out of the IP.  The deleted trace is not an A’ trace at all, so MaxElide should not apply after all.


(i)	Someone will visit Mary. Who [IP t’ will [VP t visit Mary]]


� Lasnik (p.c.) concedes that it is not obvious how the F&L account would handle these facts in any straightforward way.


� Notice that this solution however wouldn’t solve the island repair problem since as Ross (1967) showed even clefts obey island constraints.


� CLM (1995) used the term "sprouting" for thoses cases of sluicing (as in (1)) which no overt correlate is found.


(1) O Kostas   pire tilefono, alla dhen ksero pote.


   the Kostas took telephone but not I.know when


   ‘Kostas called, but I don’t know when.’





� Similar constructions (with slight differences in details) have been observed in various languages. Here is a quote of Landau’s footnote 7: “Many languages employ V-copying in VP-fronting—for example, Haitian, Vata, Yoruba, Korean, Brazilian Portuguese, Yiddish, and Russian. The last three, like Hebrew, realize the higher V-copy as an infinitive.” See Nunes (2004) for discussion of examples from Vata.
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