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ABSTRACT

Unveiling human mobility patterns is an important task for many downstream applications like point-of-interest (POI) recommendation and personalized trip planning. Compelling results exist in various sequential modeling methods and representation techniques. However, discovering and exploiting the context of trajectories in terms of abstract topics associated with the motion can provide a more comprehensive understanding of the dynamics of patterns. We propose a new paradigm for moving pattern mining based on learning trajectory context, and a method – Context-Aware Variational Trajectory Encoding and Human Mobility Inference (CATHI) – for learning user trajectory representation via a framework consisting of: (1) a variational encoder and a recurrent encoder; (2) a variational attention layer; (3) two decoders. We simultaneously tackle two subtasks: (T1) recovering user routes (trajectory reconstruction); and (T2) predicting the trip that the user would travel (trajectory prediction). We show that the encoded contextual trajectory vectors efficiently characterize the hierarchical mobility semantics, from which one can decode the implicit meanings of trajectories. We evaluate our method on several public datasets and demonstrate that the proposed CATHI can efficiently improve the performance of both subtasks, compared to state-of-the-art approaches.
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1 INTRODUCTION

The past decade has witnessed a rapid growth of both academic and practical interest on mining human mobility patterns from location-based social networks (LBSN) such as Twitter and Foursquare. Availability of large volumes of LBSN data has spurred research in studying user behavior and movement patterns [13, 31], point-of-interest (POI) recommendation [16], trip planning [22], along with various privacy-preserving issues [28].

Majority of the existing studies focus on modeling the sequential patterns at location- or POI-level. Various techniques such as leveraging Markov Chain (MC), Matrix Factorization (MF), Recurrent Neural Networks (RNN), or the word2vec framework have been developed towards various application tasks. For example, in POI recommendation, the state-of-the-art methods are MF [20] and RNN [26] based models that learn user preference over POIs and include the contextual influence of neighboring POIs for generating implicit user-location feedback matrices [25]. More recently, the representation learning such as word2vec [27] has been introduced for embedding POI (and associated features) into latent space [12, 13, 40]. These approaches operate at a fine-grained POI level – which is also the case for trip recommendations, where a sequence of POIs are organized as an itinerary, with various other features (e.g., location, time, distance, user profile and social interactions, etc.) incorporated. In addition, it is expected to learn the POI transitions with MC model [6] or maximize the reward of the selected POIs, e.g., through Monte Carlo Tree Search (MCTS) [21].

Complementary to these, some trajectory mining tasks aim at uncovering implicit mobility patterns, clustering or classifying trajectories – which are typically reduced to location-level learning. For example, sequential and periodic pattern [9, 35] mining requires measuring location or trajectory (a sequence of locations) similarity with various time-series metrics [8], while trajectory clustering groups together similar ones. However, the Trajectory Context Learning (TCL) focuses on understanding and encoding the semantics of a trajectory at trajectory level. As a higher level of mobility semantic learning, discovering the context of trajectories may enable more comprehensive understanding of the human mobility patterns and provide additional benefits for downstream applications such as POI/trip recommendation.

In this paper, we take initial steps towards learning trajectory context by adapting the problem to an encoder-decoder framework,
inspired by recent progress of representation learning in natural languages processing (NLP). Specifically, we investigate the TCL problem by simultaneously addressing two (sub)tasks: (T1) recovering the user’s route by (Trajectory Reconstruction) and (T2) predicting the trip that she would travel (Trajectory Prediction). To accomplish this, we propose the Context-Aware Variational Trajectory Encoding and Human Mobility Inference (CATHI) method for embedding the contexts of trajectories in an unsupervised manner within a seq2seq framework which consists of two encoders and two decoders, tuned with a novel variational attention mechanism. The two sub-tasks of TCL problem are then trained in parallel with the proposed model. In summary, our main contributions are:

• We address the TCL problem in LBSN applications as a novel learning paradigm for analyzing human mobility patterns. We propose an approach for encoding the semantics of trajectories and inferring the trajectory context, which is the first context-aware trajectory learning model and opens a new perspective for understanding user check-in behaviors.
• The proposed CATHI method leverages two variational latent factors which are respectively the traditional latent variables and the variational hidden state attention, for learning trajectory-level context. This novel variational architecture is not only capable of estimating the probability density and optimizing the lower bound of the data likelihood, but also captures the sequential and temporal characteristics of human mobility.
• We address the trajectory prediction and reconstruction simultaneously using the proposed CATHI method, which is evaluated on several public LBSN datasets and compared to competing models, demonstrating that it achieves state-of-the-art performance, which also reflects upon the efficiency of TCL.

2 OUR PROPOSED METHOD: CATHI

We now formally define the TCL problem and introduce the CATHI method consisting of two subtasks – (T1): trajectory reconstruction and (T2): trajectory prediction.

Given a set of POIs \( \{l_1, l_2, \ldots, l_m\} \) and a set of trajectories \( T = \{T_1, T_2, \ldots, T_n\} \), where \( T_i \) is a sequence of POIs generated by a particular user, let \( T' \) denote the training data consisting of a set of variable-length trajectories generated by certain users in a particular area (e.g., in a city or a scenic spot). We denote the \( t^{th} \) POI for trajectory \( T_i \) as \( t^i \) and its embedding vector (with word2vec [27]) as \( v^i \in \mathbb{R}^d \), where \( d \) is the POI embedding dimensionality.

2.1 Overview

The main objective of TCL is to produce two surrounding trajectories \( T^i_{x} = \{T_{i-1}, T_{i+1}\} \) for a given trajectory \( T_i \in T' \). Generally, given a tuple \( < T_{i-1}, T_{i+1} > \), where \( T_i \) is the \( i^{th} \) trajectory in \( T' \), we are interested in coupling the reconstruction of \( T_{i-1} \) and prediction of \( T_{i+1} \). That is, let \( T_i = \{l^i_1, l^i_2, \ldots, l^i_N\} \) be a trajectory with \( N \) POIs, TCL tries to construct the previous trajectory \( T_{i-1} = \{l^i_{-1}, l^i_2, \ldots, l^i_{N-1}\} \) and predict the next trajectory \( T_{i+1} = \{l^i_{1}, l^i_2, \ldots, l^i_{M}\} \), respectively.

To this end, our CATHI model consists of four components (shown in Figure 1): (1) recurrent encoder, (2) variational encoder, (3) variational attention layer, and (4) two decoders. More specifically, a recurrent encoder maps a sequence of POIs to a set of hidden states \( \{h^i_1, h^i_2, \ldots, h^i_N\} \). Meanwhile, a variational encoder learns the distribution of the latent variable \( z \). Subsequently, a variational attention on the hidden states of recurrent encoder learns the distribution of another latent variable \( e \). Finally, two decoders, conditioned on two latent variables \( z \) and \( e \), are employed to generate the previous trajectory and the next one respectively. Both decoders have a two-layer architecture in which the first-layer decoder \( \text{Dec}_1 \) alone can be employed to reconstruct the surrounding trajectories, and the second-layer decoder \( \text{Dec}_2 \) is added to refine the results of \( \text{Dec}_1 \).

2.2 Trajectory Context Encoding

Throughout this work, the Trajectory Context Encoding (TCE) relies on variational autoencoder [19] and Long Short-Term Memory (LSTM) [18] – one spatio-temporal LSTM for the encoder and two variants of LSTM for the decoders. Details will be presented below.

2.2.1 Recurrent Trajectory Encoder. The recurrent encoder is a bi-directional LSTM. At each time step \( t \), one can obtain an annotation for each POI by concatenating the forward and backward hidden states, i.e., \( h^i_t = [h^i_{f, t}; h^i_{b, t}] \), interpreted as the representation of the trajectory \( l^i_1, l^i_2, \ldots, l^i_t \). The last hidden state \( h^i_N \) thus represents the full trajectory \( T_i \).
gate $\hat{h}_t^l$ as
\[
\begin{align*}
t_t^l &= \sigma(W_t v_t^l + \sigma(\{\Delta_t^l; \tau_t^l\} W_t + b_t)) \\
g_t^l &= \sigma(W_y v_t^l + \sigma(\{\Delta_t^l; \tau_t^l\} W_y + b_y)) \\
[i_t^l, f_t^l, o_t^l] &= \sigma(W v_t^u + U h_t^{l-1}) \\
h_t^l &= \tanh(W v_t^u + U' (i_t^l \odot g_t^l \odot h_t^{l-1})) \\
m_t^l &= f_t^l m_{t-1}^l + i_t^l h_t^l \\
h_t^l &= \tanh(m_t^l) \odot o_t^l
\end{align*}
\]
where $v_t^l$ is the embedding vector of the POI $l_t^l$, $[\Delta_t^l; \tau_t^l]$ is a concatenation of time interval and the current check-in time; $i_t^l, f_t^l, o_t^l$ are input, forget and output gates in vanilla LSTM; $W$ and $U$ are parameter matrices w.r.t different gates. Now the two new gates capture spatio-temporal preference of users, which is used to control the influence of previous hidden state $h_{t-1}$ in Eq.(1).

Note that above contextual LSTM is employed in the recurrent encoder. The hidden state $h_t^l$ contains the information from both the preceding POIs and the following POIs in $T_i$. Due to the tendency of RNNs to better represent recent inputs, the hidden state $h_t^l$ will focus more on the POIs around current check-in $l_t^l$ (cf. [1]). Instead of only attention to different words in NLP encoder such as [5], we follow the typical assumption in trajectory modeling that adjacent POIs have more (related) information than long-distance ones, both temporally and geographically. Such constraints are achieved by the proposed spatio-temporal gates. This sequence of hidden states, combined with the following variational variables, can later be used to compute context vectors in the decoder.

2.2.2 Variational Trajectory Encoder. We use a variational encoder [19] for encoding the trajectory as a latent variable, which is then used to reconstruct the original trajectory under the generative model: given a trajectory $T_i$, its likelihood is
\[
\log p_\theta(T_i) = \log p_\theta(T_i) \int_z q_\phi(z|T_i)dz \geq \Delta L(T_i)
\]
\[
\begin{align*}
\Delta L(T_i) &= \mathbb{E}_{z^* \sim q_\phi(z|T_i)}[\log p_\theta(T_i|z)] - \mathbb{KL}[q_\phi(z|T_i)||p(z)] \\
\end{align*}
\]
where $q_\phi(z|T_i)$ is an approximation to the true posterior $p_\theta(z|T_i)$ (a.k.a recognition model or encoder) parameterized by $\phi$. $\mathbb{KL}[q_\phi(z)||p(z)]$ is the KL divergence between the learned latent posterior distribution $q(z|T_i)$ and the prior $p(z)$ (for brevity, we will omit the parameters $\phi$ and $\theta$ in subsequent formulas). Since the objective (of the model) is to minimize the KL divergence between the proposal $q(z|T_i)$ and the true distribution $p(z|T_i) - w$ we can alternatively maximize the evidence lower bound (ELBO) $L(T_i)$ w.r.t. both $\theta$ and $\phi$, which are jointly trained with separate neural networks such as multi-layer perceptrons.

2.2.3 Variational attention. Traditional attention mechanisms [1] are used for dynamically aligning the input and output sequences. Specifically, we compute a probabilistic distribution by
\[
\gamma_{ct} = \frac{\exp(s_{ct}^l \cdot W^T h_t^l)}{\sum_{t=1}^T \exp(s_{ct}^l \cdot W^T h_t^l)}
\]
where $s_{ct}^l$ denotes the $c^{th}$ hidden state of previous (next) trajectory, $h_t^l$ is $t^{th}$ hidden state of recurrent encoder, and $W$ is the parameter matrix needed to be learned. Then, the attention vector $e_{t+1}^l$ is calculated by summing the weighted input:
\[
e_{t+1}^l = \sum_{t=1}^T \gamma_{ct} h_t^l
\]
which is fed into the decoder at $t^{th}$ step. We will denote the attention vector as $c$ for simplicity.

However, if we directly use above attention vector $c$, this deterministic attention is powerful enough to reconstruct the input and may eliminate the influence of the variational encoder - a.k.a. "bypassing" phenomena in combining VAE and seq2seq models [3]. Therefore, we introduce a variational attention on the hidden states of the recurrent encoder inspired by [2]. That is, the attention vector $c$ is also treated as a latent factor as $z$, both of which are combined to reconstruct the input data by maximizing the ELBO:
\[
\begin{align*}
\mathcal{L}(T_i) &= \mathbb{E}[\log p(T_i|z, c)] - \mathbb{KL}[q(z, c|T_i)||p(z, c)] \\
&= \mathbb{E}[\log p(T_i|z, c)] - \mathbb{KL}[q(z|T_i)||p(z)] \\
&\quad - \psi \mathbb{KL}[q(c|T_i)||p(c)]
\end{align*}
\]
which is derived based on the fact that $c$ and $z$ are conditionally independent given $T_i$. The prior $p(c)$ is initialized via a Gaussian $p(c) = N(h_t, 1)$ with $h_t$ as the mean of the hidden states of the recurrent encoder. At the early stage of variational training, the terms $\mathbb{KL}[q(c|T_i)||p(c)]$ in Eq.(5) may discourage encoding interesting information into the latent variables $z$ and $c$, thereby easily resulting in model collapse - largely because of the strong learning capability of autoregressive models such as RNN as observed in [3]. One efficient solution is to control the weight of KL-divergence term by gradually increasing its co-efficiencies $\psi$ and $\psi$ (from 0 to 1), which is also called KL cost annealing [3].

2.2.4 Trajectory Decoders. As mentioned above, there are two decoders in CATHI: two LSTMs trained to reconstruct the previous trajectory $T_{i-1}$ and predict the next trajectory $T_{i+1}$, respectively.

- Decoder 1. In the case of trajectory $T_{i+1}$ decoding, the first decoder Dec1 predict next POI $l_{t+1}^i$ given: (1) all the previously predicted POIs $[l_{t+1}^i, l_{t+2}^i, ..., l_{t+1}^i]; (2)$ the variational attention vector $c$; (3) the variational latent variable $z$. For example, the decoder is trained to maximize the probability of $[l_{t+1}^i, l_{t+2}^i, ..., l_{t+1}^i]$ given trajectory $T_i$ which can be decomposed into the ordered conditional probabilities:
\[
p(l_{t+1}^i, l_{t+2}^i, ..., l_{t+1}^i) = \prod_{t=1}^M p(l_{t+1}^i|l_{t+1}^i, c, z)
\]
where $l_{t+1}^i$ denote previous $t - 1$ POIs in the next trajectory. Each conditional probability $p(l_{t+1}^i|l_{t+1}^i, c, z)$ depends on the context vectors $c, z$ and all the previous POIs $[l_{t+1}^i, l_{t+2}^i, ..., l_{t+1}^i]$. With the first LSTM decoder, the conditional probability can be modeled as:
\[
p(l_{t+1}^i|l_{t+1}^i, c, z) = \text{LSTM}(v_{t+1}^i, c, z, s_{t+1}^i)
\]
where $s_{t+1}^i$ is the hidden state of the decoder LSTM.

Therefore, given a tuple $< T_{i-1}, T_i, T_{i+1} >$, the objective of trajectory context encoding is to maximize the log-probabilities for the previous and next trajectories of $T_i$:
\[
\mathcal{J} = \log \prod_{t=1}^M p(l_{t+1}^i|l_{t+1}^i, c_{t+1}, z)p(l_{t+1}^i|l_{t+1}^i, c_{t-1}, z)
\]
where the two decoders (for $T_{t+1}$ and $T_{t-1}$) focus on different POIs in $T_t$ with distinct context vectors $e_{i+1}$, iterating through all the tuples in the dataset during each epoch of the TCL training.

− **Decoder 2.** Intuitively, the first decoder(s) already can be employed to reconstruct the surrounding trajectories of $T_t$. However, the generated trajectories (both previous and next one) suffer the “myopic” posterior in the sense that the POIs generated previously at time step $t$ are not informed about the whole future in the sequence − recall that at time step $t$, only the POIs $I^e_t$ are used in Equation (8) without considering possible POIs $I^c_t$ thereafter. We now introduce a refinement process to CATHI when inferring the around trajectories.

Specifically, we add a second decoder Dec2 upon the first decoder Dec1 to refine the final trajectory. In contrast to Dec1, Dec2 exploits the information regarding all the POIs of the generated trajectories by Dec1 at each time step. In addition to the previous hidden state and previously generated POIs, Dec2 leverages the context vector $e_{i+1}$, the weighted sum of the hidden states of Dec1, to “polish” the generated trajectory, i.e., $T_{t-1}$ and $T_{t+1}$. That is, Dec2 updates the context vector $e_{i+1}$ at time step $t$ as:

$$ e_{i+1} = \sum_{u=1}^{M} \beta_u s^u_{i+1} $$

This is actually another attention vector on the first decoder weighted by a probabilistic distribution

$$ \beta_u \propto \exp(e^u_{i+1} W^T s^u_{i+1}) $$

where $e_{i+1}$ is the hidden state of Dec1 and $s^u_{i+1}$ is the hidden state of Dec2.

### 2.2.5 Inference. After describing how to learn the context of trajectories, we now turn our attention from training to trajectory inference for addressing the two subtasks − trajectory reconstruction and trajectory prediction. In many seq2seq based tasks such as neural machine translation [1] and dialogue generation [3], beam search is the de facto decoding method at test time, due to the shrunken search space and reduced computational complexity. Beam search maintains a set of $B$ highest-scoring beams which are prefixes of trajectories. At each time step, every possible POI is added to every existing beam, yielding a total of $B \times D$ beams where $D$ is the number of all possible POIs. Then we discard all but the $B$ most likely beams according to the log-likelihood of the trained model. This procedure is repeated until a segment ends with the end-of-trajectory token or reaches the preset maximum length of trajectories. The procedure that ends with end-of-trajectory token will then be moved to the set of complete hypotheses. Finally, we choose the one with highest probability from the hypotheses.

### 3 EVALUATION

We now present the results of our evaluation regarding the performance of TCL solutions with the two context-aware trajectory inference tasks: trajectory reconstruction and prediction.

#### Datasets. We conducted our experiments on three datasets shown in Table 1. The trajectories extracted from Flickr photos and videos are typically used for trip recommendation [6, 21, 22]. Toronto, Osaka, Glasgow and Edinburgh data were built by Lim et al. [22]; Melbourne data were built by [6], and Cali.Adv, Hollywood, Epcot, DisneyLand and MagicKing data were built by [21].

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#POI</th>
<th>#Trajectory</th>
<th>#User</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flickr@Edinburgh</td>
<td>29</td>
<td>5,028</td>
<td>1,454</td>
</tr>
<tr>
<td>Flickr@Glasgow</td>
<td>29</td>
<td>2,227</td>
<td>601</td>
</tr>
<tr>
<td>Flickr@Melbourne</td>
<td>87</td>
<td>5,106</td>
<td>1,000</td>
</tr>
<tr>
<td>Flickr@Osaka</td>
<td>29</td>
<td>1,115</td>
<td>450</td>
</tr>
<tr>
<td>Flickr@Toronto</td>
<td>30</td>
<td>6,057</td>
<td>1,395</td>
</tr>
<tr>
<td>Flickr@CaliAdv</td>
<td>25</td>
<td>6,907</td>
<td>2,595</td>
</tr>
<tr>
<td>Flickr@Hollywood</td>
<td>13</td>
<td>3,858</td>
<td>1,972</td>
</tr>
<tr>
<td>Flickr@Epcot</td>
<td>17</td>
<td>5,816</td>
<td>2,725</td>
</tr>
<tr>
<td>Flickr@Disneyland</td>
<td>31</td>
<td>11,758</td>
<td>3,704</td>
</tr>
<tr>
<td>Flickr@MagicKing</td>
<td>27</td>
<td>8,126</td>
<td>3,342</td>
</tr>
<tr>
<td>Foursquare@Tokyo</td>
<td>30</td>
<td>1,1254</td>
<td>400</td>
</tr>
<tr>
<td>Geolife</td>
<td>4,796</td>
<td>24,943</td>
<td>179</td>
</tr>
</tbody>
</table>

[4] Foursquare dataset [34] is often used for POI recommendation and contains 573,703 check-ins in Tokyo collected for approximately 10 months (from 12 April 2012 to 16 February 2013). We randomly selected 400 users and their historical trajectories for evaluation.

Geolife dataset [38] was collected in Microsoft Geolife project in a period of over five years (from April 2007 to August 2012). Since the trajectories in original Geolife dataset contain only GPS points (longitude and latitude), we cluster all points based on their locations to obtain 4,796 POIs – that is, we save the two digits after the decimal point of longitude and latitude. For all the datasets, we randomly chose 90% trajectories for training and the rest for testing.

We note that the two tasks evaluated in our experiments are predicting and reconstructing a sequence, which are more complicated than location prediction and/or recommendation which requires predicting/recommending a point. Thus, for the two tasks, the datasets are large enough to evaluate the methods, which is quite different from the datasets used in venue recommendation/prediction [9, 26].

#### Baselines. Since TCL is a novel problem proposed in this work, we compare our method with several state-of-the-art approaches from the area of sequential pattern modeling and trajectory recommendation, with two metrics for measuring accuracy and visiting-order of POIs in each reconstructed and predicted trajectory. The baselines consist of:

- **Random**: A naive approach chooses at random to construct a trajectory with desired length.
- **POIPopu** [11]: It selects the most popular and unvisited POI at each time.
- **POIRank** [6]: It plans a trajectory by first ranking POIs with rankSVM and then connects them according to ranking scores.
- **Markov** and **MRank** [6]: Markov considers the POI-POI transition probabilities and plans a trajectory by maximizing the transition likelihood. Markov-Rank learns both POI ranking and Markov transition.
- **MPath** and **MPRank** [6]: MarkovPath (MPath) and MarkovPath-Rank (MPRank) eliminate sub-tours in Markov and Markov-Rank by finding the best path using an integer programming.
- **ST-RNN** [23]: is a RNN-based method incorporating spatial and temporal context for predicting the next location.
on 10 Flickr datasets, while Table 4 shows the results on Geolife datasets.

### 3.1 Experimental Observations

#### Metrics

We use $F_1$ and pairs-$F_1$ score to evaluate the two subtasks in TCL following previous works [6, 21].

### 3.1 Experimental Observations

#### Overall performance

Table 2 and 3 respectively show the results of trajectory reconstruction and trajectory prediction on 10 Flickr datasets, while Table 4 shows the results on Geolife and Foursquare (we exclude others due to the limited space). Note that the values before and after ‘±’ are respectively the mean and the standard deviation.

Firstly, CATHI consistently yields the best performance on both subtasks for metrics, while exhibiting significant improvement over the baselines. The effectiveness of CATHI lies in its trajectory-level embedding which simultaneously encodes the context information and captures the sequential patterns of trajectories (at both POI-level and trajectory-level). On the contrary, ST-RNN, DeepMove and CARA are deep learning based methods learning mobility at the POI-level and usually exhibit the secondary performance. In addition, one can also observe that CATHI achieves the lower value of standard deviation than other methods (except Random which samples around the mean and thus has minimum value of standard deviation), which means that the results of CATHI are more stable.

On the other hand, CATHI employs contextual recurrent networks as the encoders and decoders and proves their superior performance compared to MC-based models, especially in terms of trajectory ordering (measured by pairs-$F_1$). Note that the performance of MC-based models may even drop to the same level (if not worse) of random and greedy methods. This is because MC (or its variants) learns the transition patterns at the POI-level and works well when predicting the next one or previous one POI. However, both two subtasks in our work require to form a POI sequence.

Moreover, we observe that the performance of trajectory reconstruction is slightly better than the trajectory prediction, which is also true for other baselines. This phenomenon motivates a decomposition of the subtasks into two steps: (1) reconstruct the trajectories of individuals, and (2) incorporate the results to improve the prediction accuracy.

#### Validity of components

Recall that our CATHI model consists of several functional parts. In order to investigate the effectiveness of each component, we compare a series of variants of CATHI, including: (1) CATHI-1, which uses a basic seq2seq model, with contextual LSTM for trajectory context learning; (2) CATHI-2, which incorporates a deterministic attention mechanism into CATHI-1; (3) CATHI-3, which further incorporates variational encoder-decoder into CATHI-2; (4) CATHI-4, which considers attention vector as another variational variable; and (5) the CATHI, which can be considered as adding the second decoder on CATHI-4. Obviously, these methods gradually builds up our CATHI method. Thus, we can understand the rationale behind by scrutinizing the performance of each module.

Figure 2 plots the performance of the five methods on five Flickr datasets. From the trajectory prediction task, we can see that each component of CATHI contributes to the trajectory context learning. Among various modules, deterministic attention is the most influential one. We also observe that our variational attention works well across all comparisons which proves that variational encoder-decoder can be used to enhance seq2seq model, but should consider the attention vectors as variational variables. Finally, CATHI outperforming CATHI-4 demonstrates that the second decoder indeed improve the TCL performance by refining the results of using one decoder, especially for better learning visiting order – it largely improves the pairs-$F_1$ results.

## 4 RELATED WORK

### POI-level Models

Modeling the patterns of user check-ins is a primary step in most application tasks such as POI recommendation...
and trip planning. The sequential patterns of check-ins are usually modeled by various machine learning techniques, such as Markov Chains (MC) [6, 17], matrix/tensor factorization [20], pairwise ranking model [16], Recurrent Neural Networks (RNN) [9, 13, 13, 23, 26] and distributed representation methods [10, 24, 32, 33, 37] (e.g. word2vec [27]). Trip planning leverages the spatio-temporal check-ins for recommending a sequence of POIs (POI-level modeling paradigm) and a use of MC to model the POI→POI transition by learning from historical behavior and trajectories have been discussed in [6, 21]. This line of research focuses on modeling the sequential patterns of POIs (combined with features of POIs and users) for solving different application tasks. However, they fail to incorporate the context of trajectories which is the objective of our work.

### Table 3: Trajectory Prediction Performance Among Different Algorithms on Flicker Data.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Edinburgh</th>
<th>Glasgow</th>
<th>Melbourne</th>
<th>Osaka</th>
<th>Torino</th>
<th>CATH</th>
<th>Alde</th>
<th>Hollywood</th>
<th>Epinet</th>
<th>Disneyland</th>
<th>MagicRing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.74 ± 0.271</td>
<td>0.56 ± 0.498</td>
<td>0.60 ± 0.499</td>
<td>0.53 ± 0.167</td>
<td>0.62 ± 0.162</td>
<td>0.62 ± 0.162</td>
<td>0.45 ± 0.164</td>
<td>0.18 ± 0.162</td>
<td>0.45 ± 0.164</td>
<td>0.18 ± 0.162</td>
<td>0.45 ± 0.164</td>
</tr>
<tr>
<td>POIRNN</td>
<td>0.53 ± 0.163</td>
<td>0.54 ± 0.163</td>
<td>0.53 ± 0.163</td>
<td>0.53 ± 0.163</td>
<td>0.53 ± 0.163</td>
<td>0.53 ± 0.163</td>
<td>0.48 ± 0.163</td>
<td>0.18 ± 0.163</td>
<td>0.48 ± 0.163</td>
<td>0.18 ± 0.163</td>
<td>0.48 ± 0.163</td>
</tr>
<tr>
<td>POIRank</td>
<td>0.51 ± 0.173</td>
<td>0.56 ± 0.163</td>
<td>0.54 ± 0.163</td>
<td>0.53 ± 0.163</td>
<td>0.53 ± 0.163</td>
<td>0.53 ± 0.163</td>
<td>0.48 ± 0.163</td>
<td>0.18 ± 0.163</td>
<td>0.48 ± 0.163</td>
<td>0.18 ± 0.163</td>
<td>0.48 ± 0.163</td>
</tr>
<tr>
<td>Markov</td>
<td>0.52 ± 0.163</td>
<td>0.53 ± 0.163</td>
<td>0.54 ± 0.163</td>
<td>0.53 ± 0.163</td>
<td>0.53 ± 0.163</td>
<td>0.53 ± 0.163</td>
<td>0.48 ± 0.163</td>
<td>0.18 ± 0.163</td>
<td>0.48 ± 0.163</td>
<td>0.18 ± 0.163</td>
<td>0.48 ± 0.163</td>
</tr>
<tr>
<td>MRank</td>
<td>0.51 ± 0.173</td>
<td>0.56 ± 0.163</td>
<td>0.54 ± 0.163</td>
<td>0.53 ± 0.163</td>
<td>0.53 ± 0.163</td>
<td>0.53 ± 0.163</td>
<td>0.48 ± 0.163</td>
<td>0.18 ± 0.163</td>
<td>0.48 ± 0.163</td>
<td>0.18 ± 0.163</td>
<td>0.48 ± 0.163</td>
</tr>
<tr>
<td>MPath</td>
<td>0.54 ± 0.227</td>
<td>0.63 ± 0.227</td>
<td>0.62 ± 0.227</td>
<td>0.61 ± 0.227</td>
<td>0.61 ± 0.227</td>
<td>0.61 ± 0.227</td>
<td>0.56 ± 0.227</td>
<td>0.21 ± 0.227</td>
<td>0.56 ± 0.227</td>
<td>0.21 ± 0.227</td>
<td>0.56 ± 0.227</td>
</tr>
<tr>
<td>MPathK</td>
<td>0.54 ± 0.227</td>
<td>0.63 ± 0.227</td>
<td>0.62 ± 0.227</td>
<td>0.61 ± 0.227</td>
<td>0.61 ± 0.227</td>
<td>0.61 ± 0.227</td>
<td>0.56 ± 0.227</td>
<td>0.21 ± 0.227</td>
<td>0.56 ± 0.227</td>
<td>0.21 ± 0.227</td>
<td>0.56 ± 0.227</td>
</tr>
<tr>
<td>ST-RNN</td>
<td>0.61 ± 0.153</td>
<td>0.71 ± 0.153</td>
<td>0.69 ± 0.153</td>
<td>0.68 ± 0.153</td>
<td>0.68 ± 0.153</td>
<td>0.68 ± 0.153</td>
<td>0.64 ± 0.153</td>
<td>0.24 ± 0.153</td>
<td>0.64 ± 0.153</td>
<td>0.24 ± 0.153</td>
<td>0.64 ± 0.153</td>
</tr>
<tr>
<td>DeepMove</td>
<td>0.62 ± 0.143</td>
<td>0.73 ± 0.143</td>
<td>0.71 ± 0.143</td>
<td>0.70 ± 0.143</td>
<td>0.70 ± 0.143</td>
<td>0.70 ± 0.143</td>
<td>0.68 ± 0.143</td>
<td>0.25 ± 0.143</td>
<td>0.68 ± 0.143</td>
<td>0.25 ± 0.143</td>
<td>0.68 ± 0.143</td>
</tr>
<tr>
<td>CATH</td>
<td>0.72 ± 0.123</td>
<td>0.83 ± 0.123</td>
<td>0.72 ± 0.123</td>
<td>0.70 ± 0.123</td>
<td>0.70 ± 0.123</td>
<td>0.70 ± 0.123</td>
<td>0.68 ± 0.123</td>
<td>0.26 ± 0.123</td>
<td>0.68 ± 0.123</td>
<td>0.26 ± 0.123</td>
<td>0.68 ± 0.123</td>
</tr>
</tbody>
</table>

### Table 4: F1 and pairs-F1 Comparisons Among Different Algorithms on Geolife and Foursquare data.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Geolife</th>
<th>Foursquare</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reconstruction</td>
<td>F1</td>
<td>F1</td>
</tr>
<tr>
<td>Random</td>
<td>0.49 ± 0.163</td>
<td>0.54 ± 0.163</td>
</tr>
<tr>
<td>POIRNN</td>
<td>0.53 ± 0.164</td>
<td>0.58 ± 0.164</td>
</tr>
<tr>
<td>POIRank</td>
<td>0.51 ± 0.173</td>
<td>0.56 ± 0.163</td>
</tr>
<tr>
<td>Markov</td>
<td>0.52 ± 0.163</td>
<td>0.53 ± 0.163</td>
</tr>
<tr>
<td>MRank</td>
<td>0.51 ± 0.173</td>
<td>0.56 ± 0.163</td>
</tr>
<tr>
<td>MPath</td>
<td>0.54 ± 0.227</td>
<td>0.63 ± 0.227</td>
</tr>
<tr>
<td>MPathK</td>
<td>0.54 ± 0.227</td>
<td>0.63 ± 0.227</td>
</tr>
<tr>
<td>ST-RNN</td>
<td>0.61 ± 0.153</td>
<td>0.71 ± 0.153</td>
</tr>
<tr>
<td>DeepMove</td>
<td>0.62 ± 0.143</td>
<td>0.73 ± 0.143</td>
</tr>
<tr>
<td>CATH</td>
<td>0.72 ± 0.123</td>
<td>0.83 ± 0.123</td>
</tr>
</tbody>
</table>

### Trajectory Pattern Learning

Uncovering semantic patterns characterizing human trajectory has been studied extensively, and the results can be categorized into: (1) statistical patterns learning: measuring and quantifying models such as continuous-time random-walk [4] and Lévy flight [15], accounting for characteristics of individual human trajectories [29], (2) similarity mining: measuring the similarity or distance between two trajectories, such as Dynamic Time Warping or Edit distance [8] – which may exploit the uniqueness and regularity of human mobility. (3) periodical pattern mining: finding (sub-)sequences and periodical motion patterns, enabling travel recommendation [6, 21], life pattern understanding [23, 30, 36], recovering trajectories associated with users [13, 39] and next location prediction [9, 14, 23]. The numerous works in semantic trajectory mining have not formally defined (and addressed) the trajectory context learning (TCL), which is part of our study. Our proposed CATH is also different from conventional approaches in that it captures higher level of semantics and provides more comprehensive understanding of human mobility by learning long-short term dependency at the trajectory level.

### 5 CONCLUSIONS

We introduced a novel problem – Trajectory Context Learning (TCL) – aiming at mining of high-level human motion patterns. Towards its solution, we relied on Trajectory Context Embedding and proposed CATH – a method for jointly learning hierarchical and sequential patterns of trajectories, beneficial for many downstream tasks needing inference of human trajectories. As demonstrated, TCL provides valuable insights and promising guidelines for further investigations of intricacies of motion patterns. As part of our future work we plan to investigate how to leverage it for modeling the topics of sequential patterns, and its use in a wider range of applications, such as POI recommendation and road planning.
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