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Objective: Ecologically valid signals (e.g., vowels) have multiple com-
ponents of substantially different frequencies and amplitudes that may
not be equally cortically represented. In this study, we investigate a
relatively simple signal at an intermediate level of complexity, two-
frequency composite tones, a stimulus lying between simple sinusoids
and ecologically valid signals such as speech. We aim to characterize
the cortical response properties to better understand how complex
signals may be represented in auditory cortex.

Design: Using magnetoencephalography, we assessed the sensitivity of
the M100/N100m auditory-evoked component to manipulations of the
power ratio of the individual frequency components of the two-
frequency complexes. Fourteen right-handed subjects with normal
hearing were scanned while passively listening to 10 complex and 12
simple signals. The complex signals were composed of one higher
frequency and one lower frequency sinusoid; the lower frequency
sinusoidal component was at one of the five loudness levels relative to
the higher frequency one: �20, �10, 0, �10, �20 dB. The simple
signals comprised all the complex signal components presented in
isolation.

Results: The data replicate and extend several previous findings: (1) the
systematic dependence of the M100 latency on signal intensity and (2)
the dependence of the M100 latency on signal frequency, with lower
frequency signals (�100 Hz) exhibiting longer latencies than higher
frequency signals (�1000 Hz) even at matched loudness levels. (3)
Importantly, we observe that, relative to simple signals, complex signals
show increased response amplitude—as one might predict—but de-
creased M100 latencies.

Conclusion: The data suggest that by the time the M100 is generated in
auditory cortex (�70 to 80 msecs after stimulus onset), integrative
processing across frequency channels has taken place which is observ-
able in the M100 modulation. In light of these data models that attribute
more time and processing resources to a complex stimulus merit
reevaluation, in that our data show that acoustically more complex
signals are associated with robust temporal facilitation, across frequen-
cies and signal amplitude level.

(Ear & Hearing 2010;31;1–●)

INTRODUCTION

Magnetoencephalographic (MEG) studies have shown that
both physical and perceptual attributes of auditory stimuli are
reflected in the timing and magnetic field deflection of the
major auditory-evoked component, called the N100m or M100
(Hari et al. 1980; Hari and Mäkelä 1988; Eulitiz et al. 1995;
Fujioka et al. 2003; Seither-Preisler et al. 2003; Kirveskari et
al. 2006; Lütkenhöner et al. 2006). This field component,
occurring �100 msecs after stimulus onset, has been shown to
be sensitive to differences in the frequency, waveform shape

(e.g., sinusoidal versus sawtooth), and intensity of the stimulus
(see Roberts et al. 2000 for review). For example, lower
frequency signals (�100 Hz), a frequency range typical of the
fundamental frequency of male voices, show longer latencies
and decreased field deflections than higher frequency signals
(�1000 Hz), a frequency range typical for the first formant in
speech (Fant 1960). Crucially, this relation holds even when
frequencies are equated for loudness level. However, this
interaction is not static. The latency and amplitude in response
to lower frequency signals can be decreased and increased,
respectively, by increasing the intensity (amplitude) of the
signal (Stufflebeam et al. 1998).

It has also been argued that the processing reflected in the
M100 reflects perceptual attributes of a stimulus (Roberts et al.
2000). This implies that the perceptual attributes of signals are
at least partially reflected in the latency and amplitude of the
M100 component, insofar as the particular attribute can be
extracted by �80 msecs, the time at which the M100 is
generated. To that end, it is useful to investigate the link
between loudness, a perceptual attribute of an auditory stimu-
lus with a clear and obvious contribution from the physical
structure (intensity) of the stimulus (although not a one-to-one
relationship), and its effect on the latency and amplitude of the
M100. In short, the question is to contrast the effect on the
M100 of direct physical properties of the signal and properties
derived from the signal.

The principal paradigm has been to play simple single
signals (e.g., sinusoids and square waves) or single speech
sounds (e.g., vowels) and to evaluate the timing, amplitude,
and dipole localization of the M100 (Pantev et al. 1989; Eulitz
et al. 1995; Diesch et al. 1996; Diesch & Luce 1997, 2000;
Lütkenhöner et al. 2001; Obleser et al. 2003, Obleser et al.
2004a,b). On one hand, there have been numerous studies
utilizing such signals that have been useful in characterizing
response properties of the M100. At the other extreme, studies
using ecological signals such as speech and music are acous-
tically and spectrally complex in a way that exceeds our current
understanding. However, there is not yet a rich literature on
acoustic stimuli that are of an “intermediate” nature. Therefore,
the linking hypotheses between the processing of simple
stimuli and the processing of ecologically natural stimuli
remain a bit underspecified. Signals such as speech, music, and
natural and artificial sounds contain not only mixtures of
frequency components but also components that contribute in
unequal ways to the overall structure of the signal, i.e., the
power levels of the components may be heavily biased toward
a single component or group of components.

There are two—somewhat independent—motivations to
pursue a deeper understanding of the M100 and its properties.

1Department of Biology, and 2Cognitive Neuroscience of Language Lab-
oratory, University of Maryland, College Park, Maryland; and 3Department
of Psychology, New York University, New York, New York.

balt5/zau-aud/zau-aud/zau00410/zau3345-10z xppws S�1 3/8/10 10:59 4/Color Figure(s): F2–3 Art: AUD200441 Input-bs

0196/0202/10/3107-0001/0 • Ear & Hearing • Copyright © 2010 by Lippincott Williams & Wilkins • Printed in the U.S.A.

1

AQ: 1



First, there is a need to understand more about auditory
neuroscience in the context of human auditory processing, and
specifically the integration across auditory channels and critical
bands, with a view to the cortical parsing of complex signals.
The features of ecological signals contain components that
must be integrated across a variety of critical bands and
processing channels. The M100 may be particularly well suited
to elucidate relatively early cortical aspects of neuronal encod-
ing of complex sound processing (see Chait et al. 2006, 2007
for studies on the analysis of Huggins pitch and change
detection, respectively). A second motivation derives from the
fact that the M100 response and its predictable variability have
been used increasingly in the investigation of auditory cogni-
tion. For example, the M100 latency dependency on frequency
has been used to test theories of vowel perception (Poeppel
1997; Vihla et al. 2000; Vihla & Salmelin 2002, Tiitinen et al.
2005), virtual pitch (Monahan et al. 2008), and other phenom-
ena. Insofar, because the M100 is used to test models in
auditory cognitive neuroscience, studies that investigate the
factors modulating it merit further attention.

To put the study into context, the mid- and long-latency
auditory-evoked potentials/auditory-evoked fields have been
productively used in many studies investigating auditory per-
ception. For example, investigation of the latency of evoked
components has yielded important insights into auditory sys-
tem development (Eggermont 1995), functional reorganization
(Hirata et al. 1999; Brattico et al. 2003; Nikjeh et al. 2009;
Okamato et al. 2009), cochlear damage (Dietrich et al. 2001),
and loudness perception and processing in both humans and
nonhuman primates (Tucker et al. 2001; Tanji et al. 2010). Our
study was designed to test specific hypotheses concerning
loudness perception and signal component integration across
critical bands. Because complex sounds contain multiple fre-
quencies that vary in their relative power, it is important to get
a more quantitative understanding of the response structure.

In this study, we used MEG, a technique well suited for the
analysis of temporal information in auditory cortex (Roberts et
al. 2000; Lütkenhöner & Poeppel 2010), to examine the effect
on the M100 of variations in the frequency and amplitude of
complex sinusoidal signals, i.e., signals composed of sinusoids
of more than one frequency. Response attributes of the M100
for complex stimuli are compared with the M100 response
attributes for the individual components of the complex stim-
uli. Intuitively speaking, the most straightforward hypothesis
may be that the integrative processing (across frequency and
time) required by complex signals may be associated with
response prolongation, amplitude increases, and other factors
reflective of the engagement of additional neural resources
because of the increased complexity implicit in the perceptual
analysis of structured signals. Interestingly, we observe the
opposite pattern for response latency.

MATERIALS AND METHODS

Subjects
Fourteen right-handed (Oldfield 1971) normal-hearing adult

subjects (nine females) underwent MEG scanning. One subject
was excluded from the analysis because of an insufficient
signal to noise ratio for all experimental conditions. Age range
was 19 to 27 yrs, mean 21.8 yrs. Subjects were compensated
($10/hr) for their participation. Presentation of stimuli and

biomagnetic recording was performed with the approval of the
institutional committee on human research of the University of
Maryland, College Park. Before the start of the experiment,
informed written consent was obtained from each subject.

Threshold Testing
Threshold testing was conducted using the Hughson-West-

lake paradigm (Carhart & Jerger 1959) while the subject was in
the MEG shielded room. Subjects’ hearing threshold was
determined using 250, 500, 1000, and 2000 Hz tone pulses
delivered via an Earscan 3 audiometer (Micro Audiometrics
Corp., Murphy, NC). Potential subjects with �5 dB HL
difference between ears or a hearing threshold �15 dB HL for
any frequency were rejected.

Perceptual Loudness Estimation
Perceptual loudness was estimated by placing the subject in

the MEG scanner with the experimental earphones (to simulate
experimental conditions) before the start of the experiment.
Each subject was asked to discriminate a pair of signals, with
both members of a pair consisting of sinusoids. Subjects had to
indicate which pair of signals had the same loudness (Moore
2004). The first signal in a pair was a 1000-Hz signal presented
at 60 dB above threshold. The second signal was 127, 252, or
800 Hz signal at one of the three varying levels. The levels
were chosen based on previous loudness studies and standards
(ISO 226:2003), which give an estimate of the SPL for the
loudness of sinusoids of varying frequencies to be matched to
a 1000-Hz sinusoid. For all subjects, the levels of the lower
frequency signals ranged from 50 to 75 dB SPL. The three
levels were as follows: (a) 5 dB below the SPL most likely to
provide a match to the 1000-Hz signal, (b) at the sound
pressure level most likely to match that of the 1000-Hz signal,
and (c) 5 dB above the sound pressure level most likely to
match the 1000-Hz signal. All signals were of 1-sec duration and
had a 7 msec cos2 onset and offset. Subjects were first asked to
evaluate the loudness of the signal pairs independently as many
times as needed and then to respond via button press when the two
signals had the same perceptual loudness. If the signals were not
matched in loudness then the level of the volume of the lower
frequency signal was adjusted by the experimenter, and the
subject was asked to repeat the task until the perceptual loudness
was matched. The signals with the same perceptual loudness were
carried over and used as the 0-dB signals for the experiment (see
below).

Stimuli
Signals for the experiment were generated with MATLAB

(v7, The Mathworks, Natick, MA). Four sinusoidal signals of
the frequencies 127, 252, 800, and 1000 Hz were sampled at
44.1 kHz with 16-bit resolution. Signals were generated using
the sine function not the cosine function. Duration was 400
msec with a 7 msec cos2 onset/offset ramp. Complex signals
consisted of combinations of 127 Hz with 1000 Hz and 252 Hz
with 800 Hz. Individual frequencies and their combinations
were selected to be in nonoverlapping critical bands.

The two lower frequencies were presented at five different
signal levels (with respect to the 800- and 1000-Hz signals 60
dB above the subject’s threshold). A reference value of 1000
Hz was used because of the human auditory system’s sensitiv-
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ity to frequencies between 1000 and 2000 Hz, as well as the
well known M100/N100m and associated parameters for this
frequency. The relative values used were �20, �10, 0, �10,
and �20 dB. The two high-frequency signals, the 800- and
1000-Hz signals, were only presented at one loudness level (0 dB).
The two complex signals were presented in mixtures of
amplitudes for a total of 22 signals (12 single signals and 10
complex signals; see Fig. 1). The energy of the complex signals
and simple signals was not identical because it was important
to keep all signal components that constituted the complex
signals identical to their simple signal counterparts to accu-
rately gauge the effect on M100 latency and peak root mean
square (RMS). Each stimulus was presented 100 times, pseu-
dorandomly interleaved. Complex signals were more akin to
“chords” rather then being mathematically additive; as such,
special care was taken to make sure that both ears received the
same signal being applied. The experimental materials were
passively listened; no response was required from the
subjects. To maintain the vigilance of the subjects, a
distracter task was incorporated into the experiment. Ap-
proximately, Gaussian white noise (400-msec duration) was
used as the target during the experiment and was pseudo-
randomly presented with the signals (17% of total). Subjects
had to press a button in response to the noise target; these
trials were excluded from analysis.

Delivery
All experimental stimuli were presented using a Dell Opti-

plex computer with a SoundMAX Integrated HD sound card
(Analog Devices, Norwood, MA) via Presentation stimulus
presentation software (Neurobehavioral Systems, Inc., Albany,
CA). Stimuli were delivered to the subjects binaurally via
Eartone ER3A transducers and nonmagnetic air-tube delivery
(Etymotic, Oak Brook, IL). The interstimulus interval varied
randomly in the time interval between 300 and 700 msecs. The
decision to use a relatively short interstimulus interval (ISI)

was based on practical considerations; the use of such an ISI
ensured that subjects would not be in the scanner more than 1
hr, after which considerable discomfort may occur. Previous
studies have investigated the impact of ISI on the peak and
latency of the N1/N1m (Hari et al. 1982) with shorter ISIs
exhibiting longer latencies. However, because it takes �10 to
12 secs for the response to the previous stimulus to disappear
completely, extending the ISI may be artificially inflating the
M100 response. Subjects were instructed to stay as still as
possible while positioned inside of the scanner; no mechanical
measures were taken (such as a foam neck support) to maintain
that position. However, the amount of deviation between the
start of the experiment and its conclusion was quantified by
taking measurements of the subjects’ head positions using
marker coils.

Recording
Data were acquired using a 160-channel whole-head bio-

magnetometer with axial gradiometer sensors (KIT System,
Kanazawa, Japan). Recording bandwidth was DC-100 Hz, with
a 60-Hz Notch filter, at 1000-Hz sampling rate. Data were
noise reduced using time-shifted PCA (de Cheveigné & Simon
2007), trials averaged offline (artifact rejection �2.5 pT),
bandpass filtered between 0.03 and 20 Hz, and baseline
corrected over the 100-msec prestimulus interval. The rela-
tively low upper frequency cutoff value is not unusual; audi-
tory-evoked field studies generally have filter cutoff values of
20 to 30 Hz (see Tiitinen et al. 1993; Eulitz et al. 1995). In
addition, time-shifted PCA does not remove eye-blink artifacts,
but trials with excessive frontal field deflections were excluded
from the analysis.

Data Analysis: Peak RMS and Latency Analysis
Selection of maximally responsive auditory channels was

performed in a pretest, using 250 and 1000 Hz sinusoidal
signals of 400-msec duration presented at �65 dB SPL. On

Fig. 1. Schematic spectrograms of stimuli. Top panel,
Spectrograms of single sinusoids (left to right: 127,
252, 800, and 1000 Hz) at 0-dB loudness level.
Middle panel, Loudness series for 252-Hz single sinu-
soid from �20 dB at the far left to �20 dB at the far right.
Bottom panel, Loudness series for 127/1000 Hz complex
sinusoid. Panels show full range of lower frequency
component of stimuli from �20 to �20 dB levels.
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average, the 1000-Hz signal resulted in a stronger auditory
response. Five channels from source and sink from each
hemisphere (i.e., 20 channels total) with the maximum mea-
sured magnetic field deflection to the 1000-Hz signal were
used for subsequent analysis. M100 peak RMS amplitude and
latency (search window: 90 to 210 msecs after stimulus onset)
for each signal for each hemisphere were determined using the
localizer channels. M100 peak RMS and latency data values
for each hemisphere for each condition were averaged across
the subjects (see Figs. 2 and 3 for visualization). The signal
evaluation window ranged from 100-msec pretrigger to 600-
msec posttrigger. M100 peak RMS time values for all data
channels were collected and averaged across subjects for each
stimulus and were plotted topographically to confirm the M100
response. In addition, when a subject’s data did not show an
auditory cortex magnetic field topography for a given condi-
tion, after averaging and filtering, that data (peak RMS and
latency) was excluded from further analysis (Luo & Poeppel
2007). A total of 31 such exclusions were made.

Across-subject responses for all subjects showing a quanti-
fiable M100 were characterized by collecting the individual
RMS vectors into a matrix (according to condition) and then
calculating the RMS of that matrix. The individual RMS values
were calculated from the sensors selected from the pretest data
for all time points of the observed response. The peak RMS
value and latency for the across subject response was quanti-
fied in the same time window as the individual subject data.
The motivation for using the RMS of the RMS (see Fig. 7) is
as follows: (a) MEG is a technique well suited for within-
subject analyses and (b) because the sensor positions are not in
the same place for all subjects, unlike EEG where there are

consistent points of reference, grand averages are not as
straightforward. Although some researchers do present grand-
averaged data, the interpretation of the results still requires
RMS. Because of the inherent difficulty of presenting grand
averages of channels in MEG data because of the fact that
channels are not in canonical positions, we use the RMS of
RMS measure to present grand averages over a derived
measure (RMS) that provides an index of regional activation.
This has proven a valuable and valid measure in previous
studies (Chait et al. 2006).

To assess the significance of the effect of auditory signal
manipulation on the M100 latency and peak RMS, the values
were collected and analyzed using repeated measures analysis
of variance (ANOVA) (SPSS 16.0, SPSS Inc., Chicago, IL).
Missing M100 values (see above) were replaced with the
across-subject series mean for the particular signal type. A full
factorial design was employed with amplitude and latency as
the dependent measures and hemisphere (right hemisphere
�RH� versus left hemisphere �LH�), signal type (simple versus
complex), and loudness level as the factors. Three additional
planned comparisons were performed using paired t-tests. The
first compared simple low-frequency signals with complex
signals (e.g., 127 Hz �20 dB to 127 Hz �20 dB/1000 Hz) for
the M100 latency in the same hemisphere, the second com-
pared the same kind of signal across hemispheres (e.g., 127 Hz
0 dB RH versus 127 Hz 0 dB LH), and the third analysis
compared high-frequency signals with complex signals (e.g.,
800–252 Hz �10 dB/800 Hz) within the same hemisphere. All
statistical effects (repeated measures ANOVA and paired
t-tests) are reported as significant at p �0.05.

Fig. 2. a, Sensor configuration of whole-head biomagnetometer. The response of 157 data channels for one subject’s response to a 252/800 Hz complex signal
is shown. The peaks and troughs in the evoked magnetic field illustrate the typical distribution of an auditory-evoked response measured by axial gradiometers.
The latency of M100 peak is 122 msecs. As expected, channels along the midline, i.e., not overlaying temporal lobe cortical areas, do not reflect any
interpretable evoked activity elicited by an auditory signal. b, Contour map of the response peak of the sensor data shown in (a). Magnetic field source is in
red and sink is in green, depicting the canonical left vs. dipolar configurations.
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Data Analysis: Dipole Source Estimation
Because (a) the M100 response should not solely be defined

by its peak amplitude and latency and (b) the evidence that
stimulus frequency may influence the sources of the M100, we
conducted an analysis of the estimated position of the M100
sources. Dipole sources were estimated based on data from five
subjects who exhibited quantifiable M100 responses for a
majority of conditions and from whom we had robust digitized
head-shape data. We did not have access to structural magnetic
resonance images from our subjects and are consequently
unable to perform individual anatomically constrained local-

izations. Single equivalent current dipole estimates with a
goodness-of-fit �80% were excluded from subsequent statis-
tical analyses. A simple spherical head model was used to
determine the source of the M100 response (x, y, z axes) as
well as the dipole angles (� and �) using 40 channels per
hemisphere (20 source and 20 sink) with the greatest magnetic
field deflection for a single moving dipole. Given their differ-
ences in spectral composition, we performed a single equiva-
lent current dipole analysis to assess whether the different
signals were associated with measurably different source lo-
calizations,. The dipole modeling, performed on individual

Fig. 3. a, Data from single subject for 157 channels in response to 252-Hz single signal at �20 dB presentation level. Black lines are magnetic field deflections
from each channel; red line shows the root mean square (RMS) across all data channels. The data shown are averaged (88 trials) and band-pass filtered (0.03
to 20 Hz). This “global” view of the response (across hemispheres) illustrates the large and robust response profile elicited by the stimuli and provides a sense
of the scale of the response under consideration in terms of timing and amplitude. b, Response broken down by hemisphere. For each hemisphere, the 10
best channels (maximum field deflection), 5 from the source and 5 from the sink, are selected and their RMS calculated. Data from single subject shown in
(a) for 252 Hz �20 dB single signal. Left/right panels are the left/right hemispheres. c, Data from single subject in (a) and (b) for 252-Hz single signals at all
loudness levels (�20, �10, 0, �10, and �20 dB) from the 10 right hemisphere channels with the maximum magnetic field deflection. Displayed are the RMS
values with peaks corresponding to M100 for each signal. Signals with lower intensity levels (�20 and �10 dB) show delayed latencies and lower peak M100
amplitudes relative to other signals in the series. Latency values: 140 (�20 dB), 137 (�10 dB), 129 (0 dB), 128 (�10 dB), and 128 (�20 dB) msecs.
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subjects head shapes using a spherical model, implemented in
the MEG160 platform, yielded x, y, and z coordinates of the
dipole, angles � and �, as well as dipole moment in nAm.
Statistical significance of the values of x, y, z, �, and � were
assessed using a mixed effects ANOVA and Wilcoxon sign
tests in R using the “languageR” statistical package (R Foun-
dation for Statistical Computing, v 2.8.1; Baayen 2008).
Wilcoxon tests were performed on the values of � and � both
across and within subjects to asses any potential differences in
the source orientation of the M100 response. The nonparamet-
ric tests were performed on single-frequency data values versus
complex-frequency data values, e.g., 127 Hz versus 127/1000
Hz and 1000 Hz versus 127/1000 Hz. We employed the more
conservative nonparametric tests because we could only use the
data for 5 of 12 subjects for dipole localization. Because of
such a small sample size out of the original subject pool, we
thought it was more correct to assume that the data were not
parametric.

RESULTS

The stimuli typically elicited a robust M100 response,
although the quality of the M100 varied as a function of signal
type. Figure 2 illustrates a typical evoked field distribution
recorded from 157 channels for one subject presented with one
complex signal. The displayed (averaged and filtered) data
show the prominent magnetic field deflection in both right and
LH channels. The peak (and trough) responses demonstrate the
canonical distribution associated with the sensor configuration
used in the current experiment (Fig. 2a). The spatial extent of
the response, and the putative temporal lobe origin, is well
captured by the absence of evoked activity along the midline
channels. Calculating the topographic distribution of the re-
sponse at the peak (Fig. 2b) provides evidence that the M100
recorded here yields the standard spatial response pattern
observed for most auditory signals.

The butterfly plot depicted in Figure 3a shows the response
to a 252 Hz signal at the �20 dB presentation level for one
subject. Both the individual channel responses and the aggre-
gate response across channels (RMS, red) point to the large
peak slightly after 100 msecs after stimulus onset. The quan-
titative analysis across experimental conditions that we per-
form here is based on a more selective group of channels.
Figure 3b illustrates the dependent variable. The left and right
panels show channels from the LH and RH, respectively. As
described above, we selected five channels from the source and
sink of each hemisphere (black lines) and calculated the RMS
response (red) across the 10 selected channels in each hemi-
sphere. The subsequent analyses here focus on the RMS peak
derived from this visualization of the data.

Figure 3c shows the RMS for a 252-Hz signal presented at
the five different loudness levels. The RMS curves show
clearly the relationship between the peak response and loud-
ness; in particular, for this subject and these data, one observes
a clear grouping, with the two lowest loudness values being
associated with significantly lower and later M100 peaks,
replicating previous findings on loudness effects on the M100
(Stufflebeam et al. 1998).

Figure 4 summarizes the mean latency and peak M100
values across subjects for the 127-, 252-, 800-, and 1000-Hz
signals at the equal loudness (0 dB) level. The 800- and

1000-Hz signals demonstrate decreased M100 latencies and
increased peak M100 values relative to the 127- and 252-Hz
signals. Although the peak RMS values across hemispheres
show no significant difference (Fig. 4a), the RH shows signif-
icantly decreased latencies relative to the LH for all frequen-
cies, replicating previous data.

Figure 5 summarizes the mean peak RMS and latencies for
simple low-frequency and complex signals. Relative to simple
signals, the complex signals show a significant increase in the
peak RMS at all loudness levels for both sets of complex
signals (127/1000 Hz and 252/800 Hz; Figs. 5c, d). Complex
signals also show decreased latencies relative to simple signals;
however, for the loudest simple signals and complex signals,
the latency values are approximately the same (Figs. 5a, b).
This decrease in M100 latency is contrary to the intuitive predic-
tion that complexity would yield slower latency values because of
increased cortical processing as a result of allocating more
neuronal resources to parse the incoming signal. However, it has
been shown in macaque auditory cortex that signal complexity
decreases the latency of physiological responses (Lakatos et al.
2005). In addition, the time range of the M100 latency across
loudness levels is not as great for the complex signals as opposed
to the simple signals (�130 to 180 msecs for simple signals, �120
to 140 msecs for complex signals). As with simple signals, the
latency of the M100 is faster in the RH than in the LH. There were
two significant main effects regarding M100 peak latency for the
ANOVA that replicate findings from previous studies, namely
those of hemisphere (F�1,12� 	 28.397) and loudness level
(F�2.125,25.504� 	 20.246). The data show that the RH yields
faster M100 peak latency values than the LH and that as the
level of the signal increases, the M100 peak latency decreases
(see Figs. 5a, b).

The core result of the ANOVA is the finding that complex
signals yield faster M100 peak latencies than low-frequency
simple signals (F�3,36� 	 23.730). Across all loudness levels,
the complex signals generated faster mean M100 values,
although not all the mean latency values were significant (see
below). There were two interaction effects: a two-way interac-
tion effect of signal type 
 loudness level (F�12,144� 	 4.726)
and a three-way effect of hemisphere 
 signal type 
 loudness
level (F�6.282,75.387� 	 3.088). The complex signals gener-
ated faster M100 latencies at low signal levels (�20 to 0 dB)
but not for the higher signal levels. The three-way interaction
indicates that the two-way interaction was confined to the RH.

In addition, the planned comparisons involving paired
t-tests on the M100 peak latency for simple low-frequency
signals versus complex signals (within hemisphere) indicated
that on average, the simple signals, except at the highest
loudness levels, generated slower M100 peak latency values
relative to the complex signals. All values for the paired
comparisons and their significance were greater than t(12) 	
3.46 and r 	 0.707 for the RH and t(12) 	 2.63 and r 	 0.604
for the LH.

Figure 6 summarizes the across subject group response in
terms of the peak and latency of the RMS of individual subject
RMS vectors. We observe that the pattern for the maximum
RMS value and its latency hold for both the simple and
complex tones, for all combinations explored. Crucially, the
loudest and fastest latency simple signals (both low and high
frequencies) peak at �130 msecs, except for the 800- and
1000-Hz signals in the RH, whereas the M100 response peaks
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at �120 msecs. As with the mean peak latency ANOVA, there
were several main significant results regarding the mean peak
RMS value, those of signal type (F�3,36� 	 35.086), loudness
level (F�4,48� 	 34.644), and the two-way interaction of signal
type 
 loudness (F�12,144� 	 6.729). No paired comparisons
between simple and complex signals across hemispheres were
performed on the peak RMS value because there was signifi-
cant overlap upon graphical inspection and that there was no
significant difference between hemispheres resulting from the
ANOVA analysis (see Figs. 5c, d).

The experiment shows that as signal level increased, the
M100 peak RMS increased and the latency decreased. For 127-
and 252-Hz single signals, the range of the M100 latency was
about the same (�180 to 130 msecs), with no obvious
lateralization. The effect size for the M100 amplitude is the
same for both the LH and RH for the 127- and 252-Hz signals.
For both single and complex signals, for both hemispheres, the
M100 latency seems to converge on the same approximate

value (�125 msecs), indicating that the latency reaches a
possible point of saturation.

Mean M100 latency (�180–130 msecs) across subjects for
127- and 252-Hz single signals at all loudness levels, for both
hemispheres, was approximately the same. As the signal
amplitude increased, the M100 latency decreased and peak
RMS value increased.

Additional ANOVAs were performed on the data without
excluding any data. For the ANOVA performed on the
latency of the M100, significant effects were found for
hemisphere (F�1,12� 	 16.754), signal type (F�3,36� 	
10.427), and loudness level (F�1.951, 23.407� 	 5.527). No
significant two-way and three-way effects were found. For
the ANOVA performed in the peak RMS of the M100,
significant effects were found for signal type (F�3,36� 	
48.221), loudness level (F�2.194,26.331� 	 33.621), and
signal type 
 loudness level (F�12,144� 	 10.651). No
other significant interactions were found. Analyses with and

Fig. 4. a, Mean M100 latency across subjects for single
signals at matched loudness levels (matched sensation
level). Latencies for the right hemisphere are faster
than those for the left hemisphere. The latency pattern
replicates a number of previous reports that show a
striking latency-frequency dependence independent
of sensation level (see Roberts et al. 2000 for review).
b, Mean peak root mean square (RMS) values for
M100 across subjects for single signals at matched
loudness levels. Peak RMS values are approximately
the same in each hemisphere (i.e., effect size is about
the same).
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without replacement both found significant effects of hemi-
sphere and loudness level for M100 latency and signal type,
loudness level, and type 
level for the RMS.

In no spatial dimension was there a systematic effect of
stimulus on the localization. This is consistent with (i) the
resolution of the method and model employed, and (ii) the fact
that even expected spatial differences (e.g., between 250 and
1000 Hz) are not at all reliable (see Lütkenhöner et al. 2003 for
extensive data and discussion). The mixed-effects ANOVA
performed on the dipole source data found only a significant
interaction of hemisphere (F�1,152� 	 5112), not surprising
because of the independence of hemispheric responses. No
other significant responses were found. The across-subject and
within-subject Wilcoxon sign tests did not find any statistical
differences in the orientation of the M100 source.

DISCUSSION

The major auditory-evoked component, the M100/N100m,
exhibits variation in both the magnetic field amplitude and the

peak latency as a function of signal frequency and level. In this
study, we expand on the dominant paradigm to investigate to
what extent the relative level of components and complexity of
a signal affect the magnetic field deflection and peak latency of
the M100. The signals for the current experiment are an
important intermediate level of spectral complexity between
simple sinusoids and more ecologically valid signals such as
vowels or musical tones. Typical MEG studies focusing on the
M100 component use either simple sinusoidal signals or more
complex speech tokens (e.g., synthetic vowels with three
sinusoidal or approximately sinusoidal components) but do not
examine how the individual simple components of a complex
signal contribute to the overall M100 response of the complex
signal. The data for the simple signals replicate previous
findings, namely that as the signal level increases, the field
deflection increases and the peak latency decreases and that the
RH exhibits faster latencies than the LH (Stufflebeam et al.
1998; Lütkenhöner & Klein 2007; Howard & Poeppel 2009).
The analysis was performed in sensor space, not source space,

Fig. 5. a, 127-Hz single signal and 127/1000 Hz complex signal M100 latencies across subjects, for both hemispheres, plotted separately. Simple signals are
indicated by the solid bold lines and complex signals by the dashed lines, the RH values are indicated by red color and the LH by blue color. Data are the
subject means at each loudness level for single signals and mixture levels for complex signals. The means and SEs of the means presented exclude subject
data that did not generate the M100 response. As loudness level/mixture level (signal intensity and/or power) increases (see Materials and Methods section
for details), the M100 latency decreases. Data for single signals (solid lines) replicate findings from Stufflebeam et al. 1998 (latency decreases with increasing
signal intensity and/or loudness). Complex signals (dashed lines) also show decreased latency relative to single signals. This pattern is contrary to the possible
prediction that complex signals yield longer latencies. b, The same data for the 252-Hz single signals and 252/800 Hz complex signals. c, Mean peak RMS
values across subjects for 127-Hz single signals (solid lines) and 127/1000 Hz complex signals (dashed lines). Relative to single signals, complex signals
generate an increase in the M100 amplitude across all mixture levels. The effect size is the same in both the left hemisphere and right hemisphere. d,
Analogous to the data in (c) for the 252-Hz single signals and 252/800 Hz complex signals.
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to stay as close as possible to the recorded data without making
source configuration assumptions. However, the sources of the
auditory M100 are well understood (Lütkenhöner & Stein-
sträter 1998), and hypotheses about localization are not at issue
in this experiment. Although we did not obtain anatomic
magnetic resonance images for subjects and can therefore not
perform high-resolution anatomically constrained source local-
ization on individual subjects, the contour maps for both simple
and complex signals are indistinguishable from the patterns in
the prior literature investigating the cortical sources underlying
the M100. The cortical sources lie in the superior temporal lobe
and are likely to include multiple distinct generators. The data
we report here are highly likely to be associated with the same
cortical generators. We were able to verify that there were no
signal-driven source differences when using single equivalent
current dipole modeling with a spherical head model derived
from individual subject head shapes.

The core finding of this study is that complex signals
demonstrate increased amplitude but decreased peak latency
values. The finding that the magnetic field amplitude increases
with complexity is not surprising: an increase in the amount of
signal across channels would drive more neurons, and an
increase in activity seems a reasonable hypothesis. What was
unexpected is that complexity does not yield longer, slower
latencies in cortical populations as a consequence of the

integration across critical bands. This could be for several
reasons. First, it could be that the signals are parsed and
integrated very early in the ascending auditory pathway and the
results of this early analysis are reflected in the response of
cortical neurons. The signals used contained components well
separated in frequency (in different critical bands, no harmonic
or octave relationships), and from a physiological and percep-
tual standpoint, the signals “appear” to be two separate sinu-
soids played simultaneously. Such a separation could theoret-
ically aid in the analysis of the signals starting from the cochlea
and proceeding to cortical neurons.

The data also suggest that certain frequencies may have a
privileged analysis by the auditory system (i.e., the excitation
thresholds for these frequencies are relatively low). This is
evidenced by the finding that even at perceptually matched
loudness levels, the 800- and 1000-Hz signals elicit greater
response amplitudes and shorter M100 peak latencies than the
127- and 252-Hz signals. The preferential treatment (lower
thresholds) given to these frequencies may contribute to the
decreased M100 peak latencies of the complex signals used in
the experiment. This view is supported by the across-subject
data presented in Figure 7. Although the data presented in
Figure 7 suggests that the latency of the complex signals is
wholly determined by the higher frequency component, the
results of the ANOVAs for latency found statistically signifi-

Fig. 6. a, 127-Hz single signal and 127/1000 Hz complex signal M100 latencies across subjects, for both hemispheres, plotted separately. Conventions used
are the same as in Figure 5. Data are the RMS of subject RMS vectors collected for subjects demonstrating a quantifiable M100 for a specific condition.
Across-subject RMS responses show the same response pattern as the mean values for the peak and latency of the M100. b–d, The same data as their
counterparts in Figure 5, except that mean values are replaced with across-subject RMS values.

balt5/zau-aud/zau-aud/zau00410/zau3345-10z xppws S�1 3/8/10 10:59 4/Color Figure(s): F2–3 Art: AUD200441 Input-bs

JENKINS III ET AL. / EAR & HEARING, VOL. 31, NO. 7, 0–0 9

F7



cant effects for signal type and loudness level, a finding that
cannot be completely discounted. Even when both the power
and the perception of the complex signals was dominated by
the lower frequency component, the latency of the complex
signal is closer to that of the higher frequency component. This
creates an interesting dissociation between perception and the
physiological response (see below).

Another possible explanation for the data is related to the
integration window of the M100 and the amount of sound energy
located in that window. The physical structure of the signal and
any modulations to the signal within the first 30 to 40 msecs after
onset can have profound effects on the latency, amplitude, and
shape of the M100 (Gage et al. 2000). The complex signals have
relatively more energy in this time period than the simple signals.
The latency and amplitude facilitation may be analogous to that
seen with pulse data (Sams et al. 1993).

An alternative scenario is that because the complex signals
used here more closely resemble ecologically valid signals
(e.g., vowels), cortical neurons are more “tuned” to them
(Jacobsen et al. 2004), and this facilitates more robust and
faster processing. It should be noted that the signals used
contained only two frequency components as opposed to the
three normally used with vowel tokens. Perceptually, this is a
significant difference. Once three or more sinusoidal or ap-

proximately sinusoidal components are used, different percep-
tual effects can occur, based on the frequency grouping of the
components as well as presentation of the signals (e.g., mod-
ulation and harmonic structure). As a kind of “halfway point”
between simple sinusoids and the complex signals encountered
normally in the environment, the signals shed light on the
interactive effects of the processing reflected in the M100
response. The signals used also give evidence of the interactive
effects associated with the processing (hemisphere, signal type,
level, etc.), which would be harder to disentangle if the same
method in this experiment was applied to more complex
signals. However, this processing has a natural limit as evi-
denced by the apparent saturation of peak latency values (see
Figs. 5a, b) whereby the values for both simple and complex
signals converge onto the same approximate value.

Previous data suggest that different signal frequencies have
different M100 source orientations, with low-frequency signals
having the steepest angles in the saggital plane and high
frequencies the shallowest angles (Tiitinen et al. 1993). The
results of the mixed-effects ANOVA and the Wilcoxon tests on
the phase angles of the responses did not replicate this finding.
This could be due to an inability to resolve these components
because of the spatial limitations of MEG (Lütkenhöner &
Steinsträter 1998; Lütkenhöner et al. 2003; Lütkenhöner 2003).

Fig. 7. a, 127/1000 Hz complex signal and 1000-Hz single signal M100 latency values for both hemispheres. Conventions used are the same as in Figure 5.
Latency values are the RMS of subject RMS vectors collected for subjects demonstrating a quantifiable M100 for a specific condition. The latencies of the
complex signals are closest to that of the 1000-Hz signal. b, The same data for the 252/800 Hz complex signals and 800-Hz single signal. c, Peak RMS values
of across-subject RMS vectors for 127/1000 Hz and 1000-Hz single signals for both hemispheres. d, The same data for the 252/800 Hz complex signals and
800-Hz single signal.
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However, previous studies have found that signal level and
context may affect the localization of the source (Okamoto et
al. 2009; Tanji et al. 2010). The primary purpose of this
experiment, however, was not a focus on source localization
but rather quantifying direct, surface measurements. Further-
more, even though we were not concerned with differences in
hemispheric processing for the M100 for this particular study,
it is vital to consider the data from each hemisphere separately
for several reasons. First, the M100 literature shows that the
RH exhibits faster response latencies than the LH as well as a
greater power at the peak. Second, there is evidence that the
hemispheres evaluate different aspects of the auditory signal.
Finally, the cytoarchitecture and the cortical folding between
hemispheres differ. Thus, it would be safer to evaluate each
hemisphere as a separate entity for statistical purposes.

One finding of particular interest is that of the dissociation
of perception from the physiological response that we are
quantifying. It was previously proposed that the M100 reflects
perceptual attributes of the signal rather directly (Stufflebeam
et al. 1998). In this experiment, the lower frequency compo-
nents at their loudest levels (�10 and �20dB) completely
dominated the perception of the complex signals. However, the
latency and the peak RMS values were not closer to the values
for the simple signals at those levels presented alone. The data
suggest that the loudness of a signal is not entirely reflected in
the M100 in the case of complex signals or at least that there
is another mechanism that assists in assessing the loudness of
signal and its individual components. At the very least,
loudness cannot be “read out”—from a neural coding point of
view—by decoding properties of the M100. This is consistent,
of course, with stable loudness estimates developing over a
period of about 200 msecs (cf. Moore 2004).

Further studies into this topic should focus on the different
grouping of signals, e.g., complex signals composed of 400- and
720-Hz components, or even components where frequencies are
in the same critical band. The facilitation of a complex signal and
the proximity of its latency to that of a particular component may
depend on the constituent frequencies, the position of those
frequencies relative to hearing bandwidth, and their distance
(logarithmic, linear, and log-linear) from each other.
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