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A symposium was held on May 20, 2015 in the Center for Engineering Concepts Development,
Department of Mechanical Engineering at the University of Maryland to take a retrospective
look at some of the most prominent science and engineering software and codes (SESC) used
today to discover and design materials.

Significant lessons can be learned, both scientifically and programmatically, from the
experiences of the people and programs that have produced some of the present-day de facto
infrastructure.

Invited speakers were requested to speak on their current research interests, the experiences of the
SESC capability they had a hand in developing and, in particular, the technical and programmatic
challenges they overcame. Questions they were requested to answer included: a) Identify the
major periods in the life of the SESC? b) How did stakeholders change as developments matured?
¢) How did the teams and workforce change? d) Are some challenges unique to your sector
(government, academia, industry)? e) What are the greatest virtues and worst threats? f) What is
the intellectual property and which models for protection work?

The primary findings include:

e The SESC life cycle is nonlinear. Related efforts can therefore be difficult to classify
clearly as fundamental or applied research using existing taxonomy.

e Performers, or the developers of SESCs, stretch across varied sectors. No clear sector
exclusively performs basic or applied (or beyond) research.

e Stakeholders are diverse and can be well-defined as a function of the development maturity
of the SESC. Due to the nonlinear life cycle, stakeholders cannot be statically defined.

e Sectors (government, academia, business) have strengths and weaknesses that are under-
defined. Some strengths are under-utilized.

e The transition from “algorithmic ideas” to de facto infrastructure is not evident in less than
10 years.

e Open source licensing is a means to protect IP. But serves large, complex SESC efforts
best and may make potential privatization difficult in the future.

Speakers were selected for their acknowledged contributions to recent SESCs that may be
considered a part of today’s infrastructure for materials discovery and innovation. The invited
speakers (and their presented efforts) included: Douglass Post (DoD CREATE), Robert J. Harrison
(NWCHEM), Gerhard Klimeck (NEMO & nanoHUB), Michael Mehl (NRL-TB), Steve Plimpton
(LAMMPS), A. (Tom) Arsenlis (ParaDIS), Stefano Curtarolo (AFLOW), Rose McCallen
(ALE3D), and Tom McGrath (DYSMAS). Additional speakers were also invited that included
distinguished faculty and scientists from the University of Maryland and government laboratories
located near the University of Maryland who attested to the value of these and other SESC
capabilities.

Symposium Organizing Committee: Peter W. Chung, Davinder. K. Anand, Balakumar.
Balachandran, Ania Picard, Dylan Hazlewood, Mukes Kapilashrami, Millard S. Firebaugh
(RADM, Ret), and James M. Short.
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Preface

This document presents a summary report of the Symposium on Computation-Enabled Materials
Discovery hosted by the Center for Engineering Concepts Development (CECD) in the
Department of Mechanical Engineering at the University of Maryland in College Park Maryland
on May 20, 2015. The report contains an overview of presentations from invited speakers along
with a distillation of facts that identifies a retrospective set of lessons-learned in the inception,
deployment, and adoption of computational scientific infrastructure. The Appendix contains the
transcripts of the speakers’ presentations.

Advances in computing capabilities have today enabled unprecedented physical realism and the
least presumptive simulations and models that have ever been seen. Such simulations and models
are fundamentally enabled by an infrastructure made up of science and engineering software and
codes (SESC) that, in many cases, have taken decades to reach its current state. This SESC
infrastructure is an integral part of nearly all research and development communities, and their
value to innovation today is unmistakable. Entire communities of researchers rely critically on
these capabilities to study new materials and materials technologies. Virtual testing, screening,
concept integration and evaluation, and design can first occur within a parametric model that can
be adjusted, augmented, embellished, or discarded long before the first tooling. These are
important capabilities to have in high precision industries related to nanotechnology,
biotechnology, medicine, electronics, power and energy, and national defense, among others.
They minimize costs, optimize concept evaluation processes, and overall accelerate the ability of
scientists and engineers to bring innovative technologies to market. With time, analogous tools
have also permeated other industries ranging from consumer products to financial services. In
light of these facts, the SESC infrastructure serves as an ever-improving set of baseline
capabilities. They also help to educate future scientists and engineers whether via training and
professional development or in the augmentation of classical pedagogies in higher education.

Out of a recognition of the value and need for SESC infrastructure and recent national and
community dialogues on Cyberinfrastructure and the like, the CECD organized a symposium to
examine the experiences of individuals who were directly involved in creating the codes and
software tools today used as infrastructure capabilities in the study of materials. As the physical
accuracy of materials modeling techniques have improved over the last half century, the
communities of interest are necessarily disparate and diverse. The purpose was to assemble
different groups to share in their experiences, many that span multiple decades, in the development
of SESC capabilities that today are seen by some as de facto standards. Remarkable consistency
was seen in these experiences despite the varied participating disciplines and organizations. This
suggests that it is possible to harness these ideas to develop educational and research programs
that are more directed and deliberate in the creation of new and enabling SESC infrastructure.

The symposium was made possible by the advice and encouragement of Dr. Joseph D. Myers
(Army Research Office) and Dr. Massimo Ruzzene (National Science Foundation). Their support
is gratefully acknowledged. Within CECD, the organizing committee was instrumental in the
planning and execution of the event. The committee consisted of Emeritus Prof. Davinder K.
Anand, Prof. & Department Chair Balakumar Balachandran, Ms. Ania Picard, Mr. Dylan
Hazlewood, Dr. Mukes Kapilashrami, Prof. Millard Firebaugh (RADM, Ret), and Dr. James M.
Short.



The symposium also greatly benefited from the participation of individuals with direct first-hand
knowledge of the development of SESC infrastructure. The event would not have been possible
without the involvement of this accomplished and august group. Our sincere gratitude is extended
to Dr. Douglass Post, Prof. Robert J. Harrison, Prof. Gerhard Klimeck, Dr. Michael Mehl, Dr.
Steve Plimpton, Dr. A. (Tom) Arsenlis, Prof. Stefano Curtarolo, Dr. Rose McCallen, and Dr. Tom
McGrath. Invited speakers also included distinguished faculty and scientists from the University
of Maryland and government laboratories located near the University of Maryland whose
substantial contributions were instrumental: Prof. Ichiro Takeuchi, Prof. Neil Goldsman (through
Mr. Dev Ettiserry), Prof. Teng Li, Dr. John D. Clayton, Dr. Lynn Munday, Prof. Amir Riaz, and
Prof. Yifei Mo.

As with all such efforts, numerous students ensured the smooth running of the Symposium and
diligently transcribed the talks in the following months. They include Rachel Flanagan, David
Nguyen, Jie Peng, Carolyn Plitt, Frank VanGessel, and Rose Weisburgh.

Finally, this report describes observations made by the symposium organizing committee and is
not endorsed by any of the organizations or government agencies represented by the symposium
participants or attendees. The views in the summary statements that follow only reflect those of
the symposium organizing committee.

Peter W. Chung

CECD Energetics Group Lead

Associate Professor, Department of Mechanical Engineering
University of Maryland, College Park MD
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Executive Summary

With national and international attention turning towards fundamental scientific capacity and
ability of the technology base to innovate more rapidly, a palpable desire exists for scientific
capabilities to be improved in number, sophistication, and accessibility. Today modeling and
simulation are recognized as valued members in the cooperative team that includes theory and
experiment, as enabled by science and engineering software and codes (SESC). As such, SESCs
can become — or in some cases, already are —
the infrastructure that enables scientific or
engineering enterprise. They are an
instantiation of theory and empirical SCIENTIFIC AND ENGINEERING SOFTWARE
knowledge that, owing to reliability, AND CODES (SESC)

accuracy, or ease of use, becomes a primary
pillar in a technical effort. They enable
solutions to problems to confirm results of the past, and/or proceed in to regions of the parameter
space where past theoretical or experimental solutions are not as easily extended. When in use
across multiple groups, they become a capability that underpins a community.

But where do SESCs come from and how are they developed? This symposium was organized, in
part, to share perspectives that help convey the meaning of both this question and its many answers.
If a future of discovering materials relies on computing, will new SESCs be required to realize that
future or are the present-day SESCs sufficient? If the latter, who will produce SESCs and what are
the means through which they will do so? The symposium brought together experts who have
developed SESCs that today serve important roles in enabling the discovery of materials or
expediting their transitions into technologies. By reviewing the histories and sharing the stories
from this list of exemplars, we began to identify echoing themes that suggest that the future of
SESCs is not as clear as it may have once been. This report describes the summary outcomes and
the detailed presentations.

This symposium was held under an existing backdrop of numerous national dialogues including
Cyberinfrastructure, Materials Genome, Integrated Computational Materials Engineering, Big
Data, and STEM education, to name a few. The visions and strategies are extensively articulated
in, among others, the Materials Genome Initiative (MGI)!, the National Research Council Report
on Integrated Computational Materials Engineering?, and the National Science Foundation’s
vision for Cyberinfrastructure®. These have grown, in part, from the greater need for integrative
modeling and simulation. National studies, such as the National Science Foundation’s Simulation-
Based Engineering Science Blue Ribbon Panel Report* and the WTEC Panel Report on
International Assessment of Research and Development in Simulation-Based Engineering and

1 Executive Office of the President, Office of Science and Technology Policy, “Materials Genome Initiative for Global
Competitiveness,” June 2011.

2 National Research Council. National Academy of Engineering Report of Committee on Integrated Materials
Engineering (ICME). National Academies Press, Washington, D.C., 2008.

3 National Science Foundation Cyberinfrastructure Council, “Cyberinfrastructure Vision for 215t Century Discovery,”
March 2007.

4 0den, J.T., T. Belytschko, J. Fish, T.J.R. Hughes, C. Johnson, D. Keyes, A. Laub, L. Petzold, D. Srolovitz, and S. Yip.
Simulation-based engineering science: Revolutionizing engineering science through simulation. Arlington, VA,
National Science Foundation, 2006.



Science® have characterized the broad landscape of simulation-based engineering and science
while identifying numerous needs and opportunities. These and other studies acknowledge the
important roles of computing, mathematical, physical, and engineering sciences that feed into and
culminate in a codified computing capability that are instrumental in creating SESCs.

Thus the topics covered in this Symposium are not disconnected. In fact, SESCs are the
capabilities through which models and simulations can be constructed and studied on computers.
In spite of this vital role, communities still struggle to agree on their true cost and value. It is not
difficult to see why. The histories of most SESCs are circuitous and span decades. Their efforts
are labor- and time-intensive with a fraught
mix of scientific, engineering, and
management challenges that are very rarely
evident to an end-user. Almost all modern
COMMUNITIES STILL STRUGGLE TO AGREE SESCs have experienced different research
ON THE TRUE COST AND VALUE OF SESCs. classifications, vacillating among basic,
applied, and developmental research at
different periods in their histories. This
migratory behavior occurs for many reasons but most predominantly for the sake of maintaining
or acquiring support in an environment where resources are growing scarcer for all. The research
classifications, once accepted, generally are not easily forgotten. So ironically, developers must
work to overcome the inertia created by their own programmatic decisions. Contrary to the
conventional succession from fundamental, to applied, to development, and beyond, SESCs
frequently undergo periods of reinvention where a developmental effort one year becomes the core
platform for scientific inquiry the next. Eventually, with time, patience and vision, the most
successful SESCs become widely used and developed, and entire communities rely on them.

IN SPITE OF THIS VITAL ROLE,

Such paths are not uncommon across scientific and engineering communities but SESCs face one
unique challenge that looms large in the future. Hardware capabilities used in high performance
computing systems, such as processors, memory, storage, networking, and certain programming
languages, are continuing to benefit in part from the tangential interests that drive a global trillion-
dollar computing and electronics economy. New hardware architectures are forcing more
transistors onto a smaller area on a semiconductor die resulting in greater speed or efficiency.
These architectures soon will render older programming paradigms obsolete. As multicore chips
on multisocket motherboards also continue to develop and memory is made to work more
collaboratively with cache, an SESC’s performance will be limited if it was written using any one
(or no) particular parallelization technique. Hardware improvements will be perpetual as hardware
developers continue to release on an annual schedule and as processing and fabrication
technologies make continuous improvements into the foreseeable future.

5 Glotzer, S.C., S.T. Kim, P.T. Cummings, A. Deshmukh, M. Head-Gordon, G. Karniadakis, L. Petzold, C. Sagui, and M.
Shinozuka, “International Assessment of Research and Development in Simulation-Based Engineering and
Science,” World Technology Evaluation Center, Inc., April 2009.
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What this means for SESCs is stagnation at best. The greater efficiency and scalability of the
hardware will have little effect. SESC capabilities will be anchored to a significantly slower rate
of improvement than the actual specifications of emerging hardware suggest. Thus, grave
concerns continue to grow that SESCs
will be limited in addressing emerging

needs or will grow increasingly dated as SESC CAPABILITIES WILL BE ANCHORED TO A
scientific advances rewrite the theories

upon which they rely. SIGNIFICANTLY SLOWER RATE OF IMPROVEMENT

THAN THE ACTUAL SPECIFICATIONS OF

For researchers and developers of
SESCs, finding support is the primary EMERGING HARDWARE SUGGEST.
challenge. While a complete rewrite of
SESCs to improve compatibility with
new hardware is certainly a technically feasible option, traditional funding sources rarely permit
the reinvention of an existing capability unless as a secondary, and often incidental or
deemphasized, objective. Private industry support is also certainly possible, but a business plan is
most sensible in a for-profit model and where a market for the product is already established and
robust. Current examples of successful SESCs categorically have origins in small research codes
with a handful of potential users. It was only after a significant germination period that the number
of users began to climb. Furthermore, the greater use of public license agreements and the crowd-
sourcing of developments may make late-stage privatization no longer legally tenable. Late-stage
SESCs require curation and up-keep, where there are significant costs that may not be easily
handled in an open-source model or without clear licensor rights. This is especially true in light of
the relatively small sizes of some SESC user communities.

And should funding be obtained, the second challenge facing developers are the issues surrounding
personnel and career development. Government, university and private sector incentive structures
often lack a clear valuation system for SESC developments. Compounding this is that new
computers demand increasingly specialized programming skills. A workforce doubly-trained as
experts in a traditional scientific discipline as well as the critically-important computing skills will
only grow increasingly more difficult to find or educate.

The evidence from the symposium indicates that overcoming these challenges may be possible but
the past shows this is systemically difficult. Educational curricula changes, creation of new faculty
& researcher incentives, national laboratory staff participation, and a holistic examination of the
market for SESCs are some of the potential directions to pursue.

It should also be noted that at present, programs of all sizes and scales ranging from student
fellowships to multi-institutional centers, have the mission for improving scientific capacity.
Many arguably deal with SESCs. Yet little appears to be openly shared about their arduous
journeys. Here, the past must serve as prologue. The approaches for overcoming common hurdles
are mostly propagated informally through word-of-mouth anecdotes, leaving few beneficiaries of
these valuable lessons-learned.

In short, we took a careful look at the
past to examine and understand what
history tells us about creating SESC
infrastructure. To understand true cost
and value, these stories must be told. In

HERE, THE PAST MUST SERVE AS PROLOGUE.
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a measured approach, the Center for Engineering Concepts Development at the University of
Maryland assembled recognized experts in the conception, development and deployment of SESC
infrastructure. The Symposium was organized as a forum where experiences could be shared from
varied disciplines. The meeting was attended by mechanical engineers, electrical engineers,
computer scientists, materials scientists, physicists, and chemists. Despite the variations in
disciplines, the stories had familiar refrains and best practices could be heard echoing throughout
the day.

This report summarizes the key observations made during the single-day event, and transcripts of
the presentations follow in the Appendix. The brevity of the meeting means the day is necessarily
remiss in capturing the categorical experiences across countries, sectors, and institutions.
However, common themes were observed and summary points are grouped according to a) Life
Cycle of Science and Engineering Software and Codes, b) Performers, ¢) Stakeholders, d) Sector-
unique challenges, e) Periodic virtues and threats to SESC efforts, and f) Intellectual Property.
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Summary of Observations:

1. Life cycle of Science and Engineering Software and Codes (SESC)

a.

Early SESC development histories resemble basic research ventures. The histories
are circuitous and often marked by near-death experiences for the project. Early
metrics are based on peer-reviewed publications. Principal Investigator(s) is(are)
highly involved in attracting funds and sustaining the efforts.

Late development is driven partly by scientific interest and partly by engineering
need even after the SESC is openly shared and can be considered infrastructure. It
is rare that the drivers are exclusively scientific or mission-need.

Among the SESCs considered in this study, none appears to have been in
development less than ten years.

The performers and stakeholders differ between the early- and late-stages of SESC
development. In some cases, the roles reverse with time — performers become the
stakeholders and the stakeholders become the performers. Once developmental
versions of SESCs reach a point of being infrastructure to a community, the
community is more equipped to contribute back to the scientific and engineering
interests of the organization that originally performed or supported its development.
SESC:s life cycles are highly nonlinear. Basic, applied, and developmental research
are continuously intermingled if not cyclic. A single SESC may have several
aspects in concurrent developing each having a unique Technical Readiness Level
(TRL). The cyclic nature of the development history seems to be found in the
history of every SESC. It is often presumed each step in the cycle is mutually
exclusive of the others, making it difficult to classify SESC development clearly as
any particular one (fundamental, applied, or development) and, as a result, is often
classified incorrectly.

2. Performers

a.
b.

Early development occurs principally, but not solely, in universities.

Some algorithms, if not available in the scientific literature, are developed and
studied by government researchers. These efforts appear to be tied to a clearly
defined broader mission seeking to develop a particular code capability.

Strongest transitions appear to involve graduating students moving from the
university sector into a government laboratory, taking their early coding
experiences with them.

Less explicit transitions appear to occur via dissemination through the scientific
literature. Infrastructure creation through this approach appears to be less
deterministic.



Crowd-sourced code development is primarily made up of students or personnel at
government labs. Private industry involvement occurs but apparently to a lesser
degree.
Private sector business emphasizes improvements in interoperability and code
connections for user-based requirements. New code developments appear to be
focused on increased capability and other improvements for the user experience
rather than the evaluation and testing of algorithms and calculation methodologies.
Sustained development requires funding sources and workforce incentivized by
potential solutions to problems of a scientific or mission-driven nature.
Traditional performer roles generally appear to emphasize

i. Universities: First instantiation, workforce education, computability

ii. Government: Transition, scale-up, validation

ii. Private Industry: Usability

3. Principal Stakeholders

a.

Academic faculty and students involved in early development have stakes in
developments in the form of funded research, scientific journal publications and
education during early periods. These incentives seem to conflict with the push to
share early source code.

There is evidence to suggest that sustained research and development of SESCs
involve early stakeholders of SESCs becoming its users in later stages as the SESC
becomes useful for further investigation of other scientific/engineering problems.
As the value of the SESC becomes more apparent, larger investments are made by
government laboratories for internal efforts. This seems to be accompanied by a
clearer community-wide vision that prompts university efforts and, in turn, results
in more focused adoption of methods (and related coding schemes) in internal
government programs.

The government’s stakes are in the capability to perform design and testing in larger
programs and systems that may be of either scientific or engineering significance.
Clarity in its vision and mission aids in strengthening community involvement.
When a market of sufficient size exists, regardless of internal government adoption,
private businesses may be formed, typically in connection with the original
academic research groups. Software and support services may serve to generate
revenue.

Universities, government laboratories, and industry have under-defined roles as
stakeholders of SESCs. Questions still persist regarding responsible parties for
SESC infrastructure support, maintenance, and workforce training.

4. Sector-unique challenges




a. Universities, government laboratories, and industry appear to have naturally

recurring roles in the development of SESCs due to
i. Workforce differences
ii. Mission differences

b. The academic workforce, apart from university faculty, is composed principally by
students and post-doctoral associates. The longevity is often limited by graduation
rates or other career prospects. Large numbers of the workforce are foreign
nationals, which may limit their ability to transition into internal government
programs. Projects spend the majority of its resources on training of the workforce.
Turnover is relatively rapid. Due to the career development incentives of university
faculty, research must culminate in publications.

c. Government efforts are composed principally of and/or led by career scientists and
engineers. Incentives include the establishment, development, or sustainment of
novel internal programs competitively awarded through mostly government-only
solicitations. Competitions consider in part publications and scientific reputation
of the principals, but longer efforts consider transitions of deliverables into larger
programs of record. Turnover of the workforce is limited to conditional or non-
permanent employees.

d. Private sector efforts are driven exclusively by revenue. A clearly defined market
must exist for SESCs to have internal corporate support or must narrowly focus on
support for a product. The workforce turnover rate is higher than in the government
but lower than in academia. The inherent risk associated with SESCs is mitigated
by closing source code and acquiring market share through mergers and acquisition.
SESC-focused subsidiaries appear to be formed to provide internal value to other
internal businesses.

5. Periodic virtues and threats to SESC efforts
a. The cyclic lifespan of SESCs
I. There is either a limited taxonomy or limited awareness of taxonomy by
both performers and stakeholders alike. Basic, applied, and developmental
research are frequently mischaracterized.

ii. Bothearly and late SESC development efforts appear to be sustained in part
through fundamental questions that frame opportunities and needs.

iii. Quality control protocols often justify continued support for development
in the later stages of programs where SESCs are shared with users but, by
definition, makes it difficult to classify efforts as fundamental research.

b. There does not appear to be any evidence that SESCs have been developed
exclusively or predominantly through private support or funding.




C.

Successful SESCs appear to experience sustained development, with often trickling
support, over 10 or more years. The value of SESCs to physical experimentation
has been demonstrated with sufficient time.

6. Intellectual Property

a.

b.

C.

d.

Measurability of intellectual property in SESCs is continuing to improve through
approaches that recognize early career faculty contributions to open-source
developments. The degree of adoption is still limited to select universities and
government institutions.

After an initial period of small scale development, crowd-source development and
public license models work well to simultaneously increase the user-base and the
number of developers. However, this also makes it more difficult to convert to a
different model (e.g., license-for-fee or service-for-fee) when maintenance costs
become substantial or crowd-sourcing is no longer viable.

The use of publically-licensed SESCs for government-only purposes is not
necessarily subject to the terms of the license as long as the intellectual property is
not introduced into a commercial or non-governmental setting.

The portability of computer code makes the challenges of protecting this form of
intellectual property distinct from other forms of intellectual property.



Appendix A: Presentation Transcripts

The following presentation transcripts are accompanied by the presentation materials as
permitted by the respective security offices.
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Transferring Basic Research to Engineering Design with Physics-based Software

Dr. Douglass Post
Department of Defense High Performance Computing Modernization Program (HPCMP)
Carnegie Mellon University Software Engineering Institute
Pittsburgh, PA

Abstract

Producing practical applications of the results of basic research has always been a major challenge.
The continued exponential growth in computing power since the invention of computers is
beginning to offer a new process for accomplishing this. The first step is to capture the existing
knowledge of a field together with the new knowledge from research in that field and incorporate
it into physics-based application software for high performance computers. These “tools” can then
be used by “engineers” to design real systems that include the benefits of the advances in the state
of knowledge in the field (or fields) of interest. | will discuss how we have been accomplishing
this in the DoD HPCMP Computational Research and Engineering Acquisition Tools and
Environments (CREATE) Program. The CREATE program involves the development and
deployment of 13 computational tools that can accurately predict the performance of military air
and ground vehicles, ships and radio frequency antennas. These tools are beginning to provide
decision data early in the product design and development process, allowing the identification of
design flaws and performance shortfalls, and reducing the costly (time and money) rework
required to fix them. Goodyear tire adopted this paradigm and was able to cut their time to market
by a factor of four, and increase the number of new products from 10 per year to 40 per year. The
CREATE tools are being developed by government-led distributed, non-collocated teams
embedded in the customer organizations where the technical expertise resides. I will discuss how
this code development and deployment process might be transferred to the construction of physics-
based high performance computing tools for the design of materials. I will discuss the many
similarities as well as many differences between product development of large weapon systems
and the potential product development of materials and offer suggestions for how the latter might
be achieved.

Center for Engineering Concepts Development, University of Maryland 6
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Science, Woodrow Wilson and Hertz Foundation Fellowships. He is Associate Editor-in-Chief of
the AIP/IEEE publication “Computing in Science and Engineering”. He led the A and X Division
Nuclear Weapons Simulation programs at the Lawrence Livermore National Laboratory and the
Los Alamos National Laboratory nuclear weapons code development programs (1998-2005).
Doug led the International Thermonuclear Experimental Reactor (ITER) Physics Team (1988-
1990) for which he received the American Nuclear Society (ANS) Outstanding Technical
Achievement Award for fusion science and engineering in 1992. From 1993-1998, Doug led the
ITER In-Vessel Physics Team (1993-1998). He established and led the tokamak modeling group
at the Princeton University Plasma Physics Laboratory (1975-1993). He is a Fellow of the
American Nuclear Society, the American Physical Society, and the Institute of Electronic and
Electrical Engineers (IEEE). He received the American Society of Naval Engineers 2011 Gold
Medal Award in February, 2012, for establishing and leading the CREATE Program. He has
written over 250 publications with over 7,000 citations.
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B | \as invited to this symposium on materials
and materials development to discuss our
experience with the DoD CREATE program on
how to turn research codes into practical

Lessons Learned from the engineering tools. We are building codes to
CREATE Program design and predict the performance of ships,
airplanes, antennas, and ground vehicles,

including generating the geometry and meshes.

C ion-Enabled M ials Di ’ 1 1 1
e That’s not strictly a materials issue (your
May 20,2015 problem), but it does go back to my roots, so |
DOD Dr. Douglass Post, HPCMP CREATE Associate brought one Of my fIrSt papers WhICh I WrOte
Director, with some people at Livermore entitled
SR Dt o apv=d o PublicReloase “Steady State Radiative Cooling Rates for

Low-Density High Temperature Plasmas”, which illustrates the multi-scale challenges we all face.
We were able to compute, in 1977, the soft X-ray and UV emission of tungsten (Z=74) and
uranium (Z=92) and other elements from the multi-charged ions in high temperature plasmas. We
were only able to do it by confronting the multiscale issues straight on. For tungsten in a one
kilovolt plasma, the conditions in the controlled fusion experiments at Princeton in the late 1970s,
there were millions and millions of emission lines. Computing the strength of each of those lines
and summing up the emissions was a task beyond the capability of the existing computers. The
CDC7600s we had a four Megahertz central processor with just four Megabytes of memory. Today
we use computers with hundreds of thousands of 2 Gigahertz processors, each with 2 GigaBytes
of memory, to address such problems. Solving a large complicated atomic physics problem with
CDC 7600 would seem to be completely hopeless. So we concentrated on the essential quantity of
interest (QOI), the total energy emission rate in coronal equilibrium. To find that, we made a lot
of simplifying approximations keeping a focus on the QOI. We used an average ion model instead
of calculating each multi-charged ion. We didn’t calculate each one of the millions of possible
transitions. We used the oscillator sum strength rule
(https://en.wikipedia.org/wiki/Sum_rule_in_guantum_mechanics) , a kind of conservation law
that stated that for a given set of transitions within a level, the sum of the oscillator strengths was
one. This allowed us to get a sufficiently accurate answer by calculating only the major transitions.
With these and other simplifications, we were able to put together a code that could calculate the
emission of tungsten in one kilovolt plasma in 15 to 20 minutes on a CDC7600, which was a
practical solution (Post, D.E., et al., Steady-State Radiative Cooling Rates For Low-Density High
Temperature Plasmas. Atomic Data and Nuclear Data Tables, 1977. 20(November): p. 397-439.)
Even today, on today’s computers, at the forefront of what we can do, it takes 15 to 20 minutes to
calculate all the lines. Our method yielded a reasonably accurate calculation of the total emission.
The most accurate calculation today comes within a factor of two of what we got 40 years ago for
the total emission. Of course, we didn’t do the hard problem, which is crucial for calculating the
opacity due to the need to include all the millions of lines. The practical implications of this were
very large. Tungsten was used as a refractory material in Tokamaks, the mainline approach for
controlled fusion. In the late 1970s, it was proving impossible to increase the plasma temperature
above 1 keV, even with very intense heating methods. Our calculations indicated that even a small
amount of tungsten ablated from the tungsten limiters would suffice to radiate all the heating
energy to the vacuum vessel walls. The calculations also indicated that carbon limiters would have
very low radiation losses since at 1 keV, carbon would be fully ionized. The tungsten limiters were



https://en.wikipedia.org/wiki/Sum_rule_in_quantum_mechanics

replaced with graphite limiters, and the central temperature in the tokamak experiments at
Princeton jumped up to 7 keV. This result led to the construction of the next generation of tokamak
experiments.

Thus | have roots in this community.

| am part of the DoD High Performance
Computing Modernization Program. We have
about 20 supercomputers in 5 major sites
around the US. We have high speed networks
to connect the customers to the computers. And
we have software. What 1’ve been doing for the
last 10 years at the HPCMP is to organize and
lead a major software development program
(the Computational Research and Engineering
Acquisition  Tools and  Environments,
CREATE) to develop and deploy nine multi-
physics high performance computing software
applications to design and analyze military
aircraft, ships and Radio Frequency Antennas for the Department of Defense acquisition
engineering organizations.

Demonstrate That Science-based High Performance Computing ﬁEc CompUtatlonaI Eng Ineeri ng requ Ires an
Can Solve Many of DoD's Hardest Technical Problems. S ecosystem. You must have Compute rs. You

Show impact! y R
can’t compute without computers. You need
networks to connect the users to the computers
Codes VAV Networks Computers| pecaice the computers are most likely at a few

DaD . A
SME [ .creare Defarse central places, in our case, DoD facilities or
Customers +»DoD Labs esearc iy

- nslutes Engincering military bases. The users are spread around

+PETTT Network - . - . fpees
many universities, military facilities and

Code . . y

peveiopmen: | d€fense industries. Generally, they’re located

Services . .
Acquisition at centralized sites so a lot of users can get

Sponsors

Engineering i g
Community | aemalrie | aCCeSS to them. Application software, of
Sorge course, is worthless without verification and
e it s e VAlI0ALION. YOU Must have data that represents

nature to check the codes and guide your code development. Then you must have application
software. Computers can be used to calculate almost anything. They can be used to analyze data
for the large hadron collider, or data from a telescope, or to compute materials properties, or to
design armor for tanks. A network is also somewhat generic. But software is usually specific to
each application, and that’s really the long pole in the tent. Networks and computers are almost a
commaodity, although now they are getting complicated. You write software one code at a time.
To make all of this work, you need to have people run the codes to make this whole system work.
These subject matter experts can come from various communities: science and technology, test
and evaluation, engineering. But they’re all subject matter experts, because none of these codes
are black boxes. | do interviews of fellowship applicants and follow-ups for the Hertz Foundation.
Since | have a background in computational chemistry and computational atomic physics, I
typically get some of those students, and I’m usually appalled. These days, the really bright kids
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in high school seem to be publishing papers, and certainly in college they’re doing that. They sit
down in front of us, and start talking, and they say:

“Oh, I’ve been doing this molecular dynamics thing, look at my three papers.”

| say:

“Walk me through what you have done. What is molecular dynamics? What are you trying to do?”
And there’s a pause.

“Well, you know, | have this way of getting a potential model.”

I then ask for more details. They have some idea of these particles bouncing around. Okay. F
equals ma. That’s good old Newtonian physics.

And then they go on. And | say:
“Where does the quantum mechanics come in?”

They don’t know. You really can’t calculate atomic and molecular structure and bonding without
bringing quantum mechanics. Again there is a big pause. The kids are really good at the craft, but
many don’t really understand what’s going on in the code. Thus, I think we really have a lot to do
in that area.

: ; i What’s the enabling technology that is the basis
EnablingTechnology: High Performance Computers LI for what we are trying to do? It’s the growth in
fors high  performance  computing.  We’re
cnablescodesto: - approaching the time where maybe we’ll have

imporcant—malciphysics z - an exa-scale machine in 2020. We already have
—  Utilize accurate solution methods with & High Performance - -

extensiveVVAUQ £ | Computers peta-scale machines now. China has a 60

petaflop machine. In the United States, the

Department of Energy has just let a large
~ In~ 10 years, workstations will be ol contract to produce 300 petaflops across two

as powerful as today's high / erformance R X )

performance computers 105,/ labs. This is a huge increase, given that we
f:fd‘i’gf,g:;;:;;‘rf"oﬁgm“ Moore's “Law" started with one flop right around World War
Air, Naval and RF Antenna full-scale Il. We are at a point where we can include all
. wmsne 1NE €FfeCts we know to be important. We can
use accurate methods and have adequate resolutlon for the problems. We can model complete
systems: a whole airplane, or a whole ship. We can complete parameter studies in hours, not years.
Workstations are moving up to where they’ll be incredibly advanced. My iPhone has more
computing power than the computers we used to design the present nuclear stockpile. Now, it’s
possible to make accurate predictions of complex behavior of complex systems. We can actually
compute how an airplane flies, including the propulsion, the airflow, and the modification of the
structures due to those loads, and be able to change the control surfaces to control the flight of the
airplane.

* The 10'%'%increase in computer Computing
power over the last seven decades Fa

— Model a complete system
Complete parameter surveys and
analyses in an hour that took months in
1995 & days in 2005

erformance (GFLOP

B

weapon systems

Right now, the development of such codes takes a multi-disciplinary team of 10 to 15 professionals
about 10 years. We need to learn to do it faster and more cheaply, and the lessons-learned I will
describe can contribute to that.
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EPoc To make it work, you have to follow a code

CREATE Lessons Learned === development process. We’ve been focused on
* CR'_EATE_"“"S:; on d‘-“f:!c'll:i::s C;;"Putathm that for the last 10 years. But first, something
requirementa than scientific rescarch softeware 00U the CREATE Program. What we're
® But first, something about the CREATE Program domg m_ CREATE, which stan'ds 'fOI’
* What’s in a name (brand)? Computational Research Engineering

— Computational Research Engineering Acquisition Tools and Environments ACQUISitiOﬂ TOOIS and EnV|r0nmentS, iS
(CREATE) transitioning  scientific  research into

® What is the Problem? . . ti What d K bout
* What are we going to do about it? engineering practice. dat do we Know abpou

* Why is this credible? being able to compute how an airplane flieg?
o Lessons Learned from CREATE There are many good Computational Fluid
* A few representative app“cations Dynamics codes. There are many structural

s sl i S = MEChaNiCs and  structural dynamics codes.

Allusions in other talks were made to NASTRAN one of them. There are pretty good models for
propulsion systems, and we know how to move control surfaces and things like that. But that’s it.
We don’t have all these capabilities integrated into one code. Our goal in CREATE is to put them
all together in an integrated multi-physics code, and produce a tool that aeronautical engineers and
design engineers can use to predict and analyze the performance of real airplanes, in our case
military airplanes.

The second issue is that you need to establish a brand. If you’re going to do something like this,
you’ll really need to concentrate on the name, because you’re going to have to sell your program
continuously since it needs support. You want to establish a brand, get a good name, and have it
resonate with people. Over my career I’ve had people put names together which were pretty awful.
There was person working for me who wrote a code to calculate X-ray emission from accretion
from white dwarf stars onto a black hole. He called the code CRETIN, not a good choice for a
brand name. So I’m going to discuss what the problem is and what we’re going to do about it, and
why it is credible. This is what you really have to do. And then I’ll discuss the lessons learned
from doing this.

I , .

CREATE Focus: Reducing Major Defense Acquisition ﬁE_c To fO(_:US on the prOb_Iem’ What we're trymg to
Program Cycle Time by the Use of Virtual Prototypes ~ d0 with CREATE is to fix the acquisition
CREATE process, i.e. reduce acquisition costs, schedule
et o and risks and improve system performance.
, Prowopil This slide shows the time it takes to develop
down and and deploy new military aircraft. On the X-axis
e is the year industry delivered the first operating
airplane of that type, and on the Y-axis is the

years it took to do that. It took about five years

to develop and deliver a new airplane up to

about 1975, and then the time began to
increase. Now we’re looking at 20 to 25 years
TRATONSTATEENT A s P e s i e s s fOF the F-22, the Osprey Tilt Rotor (V-22), and

the F- 35 ThIS is not sustalnablel It remlnds everyone of Augustine’s 16™ Law, “In the year 2054,
the entire defense budget will purchase just one aircraft. This aircraft will have to be shared by the
Air Force and Navy 3 % days each week, except for leap year, when it will be made available to
the Marines for the extra day.” (N. Augustine, Augustine’s Laws, AIAA Press (1977), p. 107.)

a
1945 1955 1965 1975 195, 1995 1995 1935 1995
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Eventually, the next generation of bomber or fighter could take 30 or 35 years. The Soviets built
six generations of surface to air missiles in the time that it took the US to build the F-22 . We have
really got to pull this time back down. Commercial aircraft are still taking around for six or seven
years. Automobiles are in a similar position. This is a real problem for the DoD. We’ve got to get
the cycle time down.

The way we’re trying to do it is by using virtual
prototypes. We’re going to use our tools to
generate virtual prototypes and then accurately
predict the performance of those virtual
prototypes. This will allow us to obtain virtual
o [ | o | 1€St data for the prototype, i.e. provide decision
- C;mpwnﬂ;::m;lFpl_mm_'p:m_,Temng — — —  data early in the process. The next slide shows
the DoD acquisition process. Essentially, the
requirements are defined, candidate designs are
developed and assessed, and then the
technology is assessed and matured. Then
detailed engineering is done followed by
manufacture and production. You really don’t
get data until you’ve actually got physical prototypes for live tests, and in the acquisition process
you only get full-scale prototypes around what’s called Milestone C. But that’s too late! If you
discover problems with your airplane, and we do with every single airplane, then you’ve got a
major problem. The plane is not going to work very well, and it’s too late to make major
engineering changes. You really want to get live testing early but you can’t do that because it takes
a long time to the point where you can build a physical prototype, and even longer before you have
access to a full-scale experimental prototype. Virtual prototypes can be constructed quickly and
then analyzed by high fidelity codes to predict their performance, a “virtual test”. You first build
a virtual prototype of the airplane. You then use software to test it which you can do that at the
beginning of the process, at any point of the development process. You don’t have to wait for tests.
That means you can find and fix the defects of the design and the shortfalls in performance, and
fix them before you cut metal. Of course the codes need to be extensively verified and validated
to be credible.

CREATE Tools Provide Access to “Test Data,”
Decision Data Early in the Acquisition Process

Experimental Sub-5ystem Experimental System

Prototypes Prototypes

A A Ao o

Mageial |

®  Replaces rule-of-thumb” extrapolations of existing designs:

®  with physics-based generation of design options for rapid trade-space exploration and
physics-based analysis tools that assess che feasibility of the design options

®  CREATE replaces “failure data from live tests” with “predictions of virtual prototype
performance,” providing timely decision data that identifies design flaws and
performance shortfalls early, allowing them to be fixed before metal is cut

DISTRIBLITION STATEMENT A, Apgroneedfor Pubic Release. Distribastion iz unfmited, (TL-14- 15, ITL- 1414 CReate Lem 20 v 201sPageT

CREATE consists of five projects and thirteen
Multi-Physics software tools. The CREATE-
Ships tools are used to generate and assess

—

CREATE

Five Projects: Ten Multi-Physics Software Tools

* Ships—CREATE-Ships

- Rapid Design and Synthesis Capabilicy
—  Mavy Enhanced Sarra Megchanscs (MESM) - Ship Shock & Shock Damage Assassmant
—  NAVYFOAM- Ship Hydrod: predicts hydrodynamic parfermance
j « Facilitates aceess to naval design tools

AirVehicles—CREATE-AY
DaVinci - Rapid conceptual design
—  Kestrgl - High-fidedity, full-vahicle. mult-physics analysis ool for fooed-wing aircraft
Halies - High-fidaliey. full-vehicle, multi-physics anatysis toel for retary-wingaireraft
RF Antenna—CREATE-RF
—  SENTRI- Elctromagnatics antanna dasign intagrated with platforms
Ground Vehicles—CREATE-GV
—  Marcury- High-fidekty.full-vehica, multi-physics analysis toal for ground vahicles
MaT-Analyss Toal
=  GVI-Serverinterface o library
ES-Sefware library
Meshing and Geometry—CREATE-MG

Capstons - Components for generating geometries and meshes needed for analysis

DISTRIBLITION STATEMENT A, Approvedior Publc Releas e, Distriestion is unbrmited, (TL- 1415, TL 141 Cppare | pap 2pb, 2018

naval ships, using the CREATE rapid design
capability and detailed design analysis.
Similarly, CREATE-AV tools are used to
design and analyze military aircraft, using
rapid design tools to generate conceptual
designs, prototypes, and high-fidelity tools for
detailed analysis of fixed- and rotary-wing air
craft. CREATE-RF tool are used for the design
of electromagnetic including Radio Frequency
antennas. We recently added CREATE-GV

12



Ground Vehicles project. And you need a mesh to do any analysis, so we established the CREATE
Meshing and Geometry project to make the meshes the analysis tools.

Build the Right Software, and Build it Right!

+ Software built by government-led teams of 5 to 10 staff
* Embedded in customer institutions

*  Oversight by customer institutions
+ Highly Disciplined Software Development Processes
*  Strong emphasis on software quallty

*  Supportive code d irtual clusters, central servers
and code repository, dedicated high performance computers...

Annual releases of each product following a roadmap

e —
HPC

Increased capability annually :FleldngCapabllw ]

ExaFLOP (10" FLOPS) computers.

‘“8

— Extensive beta-tests of each
release

10-12
years

A
P T
e

Rigorous V&V process [ X5

4 Pe—— = |
— Improved scalability for %3 iw;fow 8 i
7

massively parallel computers

,‘ E%I |Impmveusahilily (scaling,...)
gL
R

— Improved usabiliy

: ] ®
Responsive to evolving 9 5
requirements T gk

‘ 4 I ehysics inte gration bests,.
-+

Develop Innllal Requnremenls and Plans
I |

—  Extensive documentation 2008 | 2008 | 20 e Tz a.; 2014 ¥ 2s T owng T aonr 1:|s':m

Year

DESTRIBLITION STATEMENT A, Pultiic Reolaasa. O TL- 1415, ITL- 1414

CREATE, LMD 32 Hap 2013Page?

We not only build the right software, we build
it right. It’s built by government-led teams of
five to 15 staff. The staff are embedded in the
DoD customer organizations, which is very
important. If you lose track of customers, you
won’t have any. The customers must be highly
involved in this. We have a highly disciplined
software development process, with a lot of
emphasis of software quality and supportive
code development. You also must have an
infrastructure that supports code development.
We also have a good release process that results
in a release every year. Since it takes about ten

years to put these kinds of codes together, it’s important to deliver code capability early, in the
first few years, and then continue delivering new capability every year. Keeping your support for
that length of time is a challenge in Defense Department.

Multi-Physics Computational Product Development HE_C
Iterated Vlrtual Prototype Design, Test, &Analyﬂs Cycles

Inflation and Seating

Design & Mesh
Virtual  —y, Test &Analyze

Product Virtual Preduct

4 Design
terations

Running Over Obstacles

Validate Go to

Requirements —p Final Design — > Market

DISTRIBLITICN STATEMENT A, Approved for Public Rebease Distris

CREATE Tools are now being used by over | 10 DoD organizations to
assess the performance of more than 70 DoD Weapon Systems

-_"ﬂb

MAVSEA: DDG- 1000 Destroyer, the CWN 78 and 79 Aircraft Carriers, and the Ohio Submarine
Replacement and the LX(R) programs.

:'-‘ i .:_ -

MAYAIR: Aerostar & Raven Las, F.IA |1BE,E-2D

ﬁaﬁ-

Arrmy: UH-60, CH-47 (ACRB), Guided Airdrop (RDECOM),V-22

B R

AF LCMC:F-15 SA/DB-1 10,Strategic Airlift CP&A.A-10, B-52
S Tl shadde: for Distribanion Statemens

EREATE, LMD 32 Hay 2013Page-|

Why is this approach credible? This paradigm
has been used in nuclear weapons programs
since the 1950s (Francis, S., Warhead Politics,
Livermore and the Competitive System of
Nuclear Weapon Design, 1995, Lawrence
Livermore National Laboratory: Livermore,
CA. p. 247.) The nuclear weapons designer
only got a handful of tests, maybe three of four,
to do their whole design. That means that a lot
of exploratory design and testing was just not
going to happen. So they adopted (actually
invented) the virtual prototyping paradigm.
The virtual prototyping paradigm involves
generating a numerical model of the product
geometry, building a mesh from that geometry,
then using a multi-physics high fidelity code to
predict the performance of the system. The goal
of computational engineering is to get a
competitive advantage, which means it usually
becomes a trade secret so you don’t really hear
about it much. Livermore and Los Alamos
were not interested in in telling the rest of the
world how to design nuclear weapons. In fact,
the details were (and still are) highly classified
for very good reasons. Similarly, Goodyear
Tires put together a tire design tool with help
from the Sandia National Laboratories(Miller,
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L.K., Simulation-Based Engineering for Industrial Competitive Advantage. Computing in Science
and Engineering, 2010. 12(3): p. 14-21.). They aren’t interested in telling the rest of the world how
to build such a code. Nor does Pratt-Whitney tell you how they use computers to design jet engines,
and so forth. Goodyear used virtual prototyping to reduce their product development time from
more than three years to nine months. Dropping the time to market by a factor of four gave them
a large competitive advantage. They also were able to cut their prototype testing costs and increase
the innovation rate from the normal 10 products per year to 60 products per year. Slide 11 shows
some examples of successful CREATE applications.

Software Project Management Principles EiPC Virtual prototyping is a credible concept. So
—Lessons Learned == what is the process for developing the software
* Develop a compelling vision and be able to communicate it. H H H H
* Emphasize the central and essential role of the development appl Ications requ I red to im p I ement the
team and its leadership process? There’s a set of software project
* Develop a long term strategic plan and define the essential ’ N .
processesrequired to execute it management princi ples that you cCan use
* Implement a rigorous verification and validation program - -
* Balance the need for an agile devalo!:mant process that dlSp|ayed on the SI |de 12. You must haVe a
e eability and a sbructured development process compelling vision and be able to communicate
* Role of program management s to provide: it. You must be able to explain to people what
:roEIro;n L:adcrship mare than just Program Management, ' , d . d Why you must be able to
table funding and a eonstructive develop and depl i 1ent, you re Olng an .
— Guidance for solving organizational and tachnical problems, and
Support to solve problems beyond the ability of the development team to solve. 1 1 H
. Racopgpniza thatptha role of the dev};lopmant r;aan'l is to develop explal nitto your team’ and to the Sponson ng
and deploy high quality software applications that provide the agency. You need to emphasize the central role
required capabilities on time and within budget . . 5
* Identify the challenges for developing and deploying the software Of the team and |tS IeaderSh | p That S the key
R OB ooy e —— If you want one predictor of whether a project

will be successful or not, it’s whether you plcked the right team leaders, and whether they can pull
the right team together. Verification and validation is crucial. It’s essential for success. You’ve
got to balance the need for a structured development process together with accountability; the team
has to know they’re on the hook to deliver something. But you need to cut them enough slack and
give them the flexibility to develop and deploy the codes. The role of program management is to
provide leadership and support, stable funding, guidance to avoid problems, and help for problems
the team can’t solve. Likewise, the team has to understand their job is to develop and deploy
software and provide the capabilities that are needed on time and on budget. Finally, you must
tailor your management and development processes to your organization and your customers. You
and the development teams have to be very agile.

. ﬁEC Inventing new, complex technical software in
Complexities—Inherent and DoD  *==% ths Department of Defense or any large,
. ComPIexprc_rgrar.nmanagamentchallenges (La.devalopmal:ltof eStabIlShed Organization |S rea”y Cha”eng|ng

Hechnologiesin DD argansations that igoreesly adhere s0 However, we’ve succeeded using our

DoD program and project management processes). approach. There are a lot of complexities in our
* Complex development environment (distributed across multiple . .

sites within the Army, Navy, and Air Force) world starting with complex program
* Complex engineering applications (integrated multi-scale, multi- management Cha”enges We’re try|ng to invent

physics—(e.g.,computational fluid dynamics,structural dynamics, . 5 . .

and turbo machinery) codes in a system that’s not designed to invent
. ::;:'iltp::::rzrpt;ting(nehvorks.cyberucurity.evolvinghardware th|ngs It’s a Struggle for |arge’ mature
e Complexc and stakeholder organizations: Army, Navy, organizations to be innovative. It is a very

Air Fo d def indust: iti i H

or;ani:ca:::s cri::?:in:n:‘:n';:;(i:::arc:n::vge::per::zgt testing Complex development enVIronment' YOU have

and evaluation [RDT&E];and sponsors). to invent codes and solution methods to run

S S computers that don’t yet exist. These types of

code are complex technlcal and englneerlng appllcatlons The technical challenges are pretty
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major, and the computing is pretty complex. And ultimately, you have to put this back into the
defense industry and the services. Thus, it’s a very complex environment we swim in. Your
organization won’t have exactly the same challenges, but unless it’s very small it will have a lot
of them.

Ten Core Program-level Risks for CREATE ﬁE_c Re-COnglng the CO_mplGXlty- of What we were
for the DoD === trying to accomplish, we identified the ten

l. Itnal:hr.);r.c?menthr.heEhalle.ng.eofcreaungand |nvenun;nm.|nnovauveml’r.ware major risks that we faced in developing and
echnologies within the existing DoD program and project management ) ) >

2, sL:::::‘ré.redubuhtyand Effectiveness due to defects or insufficiently aceurate deploylng Complex teChnlc_aI S_Oftware In the

| ol e soivrethjexd o mcuse s X Defense Department. The first is the risks due

ooty whresatt i to the challenge of developing this kind of

b cionting reductons o ather maonal a1 roviedge duc o software in a very large, mature organization.

e ™ Software that produces inaccurate results

e e 7 rlerney over maor devsiopment (because your codes didn’t have enough

7. Inabuhr.?rr.o?cPewudﬂ raPudIy changmgccrnputan_onaland cc.urnputertechnologues Va|ldat|0n Or Veriflcatlon) Wi” Cause your
(especially rapidly changing computer architectures and environments). .

8. IE;:EOF DeD stlakcholder and sponsor support due to frequent changes of senior program tO Iose Cred|b|||ty, Next’ the CREATE

persennel . .
9. Loss of Control of Intellectual Property Rights. Program needed tO I’eCI'UIt and retaln SOftW&I'e
10. Inabuhr.yr.osuppcrtCREATEsoﬁwarcusers - development teamS The CREATE Program

was allocated no government civilian JOb slots and had no authority to hire people. It thus had to
rely on recruiting staff assigned to the CREATE program from existing DoD organizations and
support contractors for those organizations. Stable funding and minimal institutional turmoil is
essential. If the development teams perceive that the funding base is unstable, they will seek
employment with another organization that does have stable funding. The employment market for
highly skilled engineers with good computing skills is highly competitive, with much higher
salaries and less bureaucracy than the DoD. The diverse cultures among the Army, Navy and Air
Force introduce challenges for coordinating the code development among the multi-institutional
distributed teams. Computer security restrictions lead to additional challenges. For good reasons,
every military base severely restricts the transfer of computer data across the site boundary. Yet,
development of complex software by distributed, multi-disciplinary teams requires rapid and
reliable data transfer among the three or four participating organizations. And of course, the
standard rule of thumb is that requirements change about one percent a month. That means, during
the development phase of your program, about ten years, the requirements will have changed
substantially and the software development requirements and deliverables will have to track them.
Additionally, the computing environment is changing radically right now. Next generation
computers will have very different computer architectures and the CREATE codes will need to
run on them as well as on current computers. Then there’s a lot of turnover at the top in the federal
government and in the DoD. Political appointees hold positions for two to four years. Senior
service leaders, generals, admirals, and colonels will be reassigned in two to four years. The
program management and the software developers must continually justify their program the upper
level management. Intellectual property is a major issue for software. If you are going to distribute
software, you need to “own” it, i.e. have the legal right to control the distribution. | had never
thought that as a physicist | would have had to worry all that much about intellectual property, but
it’s a really crucial issue. You’ve got to own and have cognizance and ownership of every bit of
code. And of course, once you’ve got a successful product out there, you’ve got to support the user
community, otherwise it’s useless.

15



For each of these risks, we developed a series of practices to reduce and avoid the risks and mitigate
them if they are realized.

) . ) i Our approach for creating new, innovative,
Risk |.Inability to meet the challenge of creating and QE__‘; . .
inventing new, innovative software technologies within the ' teChn'CaI SOftware In a Iarge, matu re
existing DoD program and project management structure. Organization such as the Defense Department’

with many goals that have higher priorities than

Practice:Adopt a program management approach that: our software development projects, is to strike
* Encourages the use of agile software develop t methodologi H HH

(e.g. Scrum) and flextble planning the right b'al'a'nce between the need for agility
* Emphasizes leadership in contrast to management; and erXIblllty so that the teams can
* Supports and facilitates the success of the development teams but Successfu”y develop the Complex Software

also instills a sense of accountability and encourages an organized 3 .

code development process. with the need for accountability and a
* Resist the imposition of bureaucratic p that do not add value iecrinh

e o e disciplined code development process to

ensure software quality and delivery of

software more or less on time within budget.

S Tee s o Dt S =meemaees \M@ €NCOUrage the use of agile development

processes, emphasize leadership in contrast to management, and resist the imposition of non-
essential bureaucratic processes.

FE

Risk 2. Loss of Credibility and Effectiveness due to QE:“C
defects or insufficiently accurate models in the
software that lead to inaccurate results

For ensuring credibility and effectiveness, the
solution is extensive validation and

Practice: Require Extensive Validation and Verification (V&V) Testing of the CREATE . .

tools and Quantification of the Uncertainties of the Code Results Verlfl Catlon .

Without the authority to directly hire the
B "~ development teams, we made lemonade out of

Risk 3. Inability to build software development HPLC our lemons. We first identified the DoD
teams because the CREATE program has no iciti H H H H

authority to hire staff acquisition englnee!’lng customer organizations

that had the expertise to develop the software

. Prartice.‘ldentﬂ‘}raprr’ncr'pa]'.devel'operwﬁ}?inmemstomer?rgonjzaﬂon{r’nﬂ?r’s and Who had responsibility for executlng the

case, one of the Armed Services) around whom one can build a team R K
®  Practice: Employ lean (5-15 person) development teams led by technical experts, deS|gn and anaIySIS Of the Weapor_] S_yStemS
“Get the right pecple. targeted by the CREATE tools. Within each
Match them to the right jobs. - . - e

Keep them motivated. customer organization, we identified a

e s el principal developer, who possessed: extensive

—T.DeMarcoin“The Deadline” domain knowledge in at least one of the major

areas and could understand the salient points of
the rest of them, good computational and
program management skills, the ability to
represent the project to senior management and
to the team, and could recruit and build a team and inspire the members of the team. Typically,
you don’t find all of that in one person, but you should come close as close as you can. Successful

S Titla shice far Distribasion Statenwns CREATE LG 38 iy 013Page-17
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team managers really get a career boost when they are successful. The overall competence of the
team leader is the biggest predictor for a successful code. If you haven’t got the right person to
lead this, it’s dead. Only with the right team leader do you get a good team that can work well
together. There’s a great book in the form of a novel entitled The Deadline by Tom DeMarco
(Dorset House, 1997) about code development and software development that | highly
recommend. Most project management books are a sure cure for insomnia, but this one you can
actually pick up and read right through. DeMarco states that the path to success is “to get the right
people, match them to the right jobs, keep them motivated, and help the team jell and stay jelled.
All the rest is administrivia.” My experience is that he has correctly identified the most important
element of successful software projects.

HPC The CREATE program is a distributed, multi

CREATE Program === institutional multi-organizational program. As

_DoDHeCupDmes ; noted, each of the codes is located in this
SRS I P i customer organization, and the leader is
; 4 someone who is a senior person in that area,

Air \fehicles Project Ground
]

and has responsibility for leading that area in
that particular part of the Defense Department.
As seen in slide 18, there are senior program
manager for ships and for air vehicles. The
Ships Project is led by groups at the Naval
Surface Warfare Center at Carderock, because

i that’s the organization the Navy relies on for
e e s SNP - A€SIGN. The  Alr Vehicles Project has
elements in the aII the services, because each of the services has an aviation program. The antenna
program is led by the Air Force Research Lab Sensors Directorate, which is the informal
coordinator for electromagnetics in the Defense Department. There is a meshing project at NRL,
because a mesh is the starting point for a detail analysis of a weapon system. The Ground Vehicles
Project is located at the major DoD organizations for ground vehicle design, the Army Corps of
Engineers Engineer Research and Development Center, and the U.S. Army Tank Automotive
Research Development and Engineering Center. It was started around 2013 and hasn’t yet had a
release.

Risk 4. Significant losses of core development staff ﬁE_c The CREATE development teams are more
and their corporate knowledge due to severe === than 90% of the assets of the CREATE
funding reductions Program. Recruiting and retaining the team
* Practice: Plan the work and resources and adjust them as the year members is essential for success. Our approach
evolves to buffer the staff as much as possible. Continually . . . . .
emphasize the need for stable support of the staff. Is to protect the team from institutional turmoil,
® Practice: Publish long-term product roadmaps, and update as funding uncertaintieS, interruptionsy etc. as

necessary, but at least annually in detail for the near-term.

much as possible. Developing code requires

uninterrupted, very concentrated work. People

have to sit in front of a terminal and work, and

concentrate to get into it. It is intellectually

demanding, and can’t be done if the developers

are constantly being pulled away from their

S e st o Dl st e s sy work. That’s difficult because there’s always

some sort of crisis. You also absolutely cannot plan out a ten year detailed code development
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program. In my experience it can’t be done. So you want a roadmap of where you’re going to go,
things you want to deliver, an ultimate goal. You need pretty detailed plans for the next six months.
Less detailed plans for a year, even less detail for two years out. For longer term goals, a general
vision of the desired capabilities is generally adequate. We developed 12-year roadmaps, and
updated them every year as new requirements emerged. Now we are using a rolling 5 year
roadmap.

o p——
HEC

Risk 5. Inability to ensure Program Coordination
within the Diverse Management Cultures—
especially Security Management—within Different

It’s essential to cope with computer security
requirements within the different DoD
organizations. The DOE and other federal

DoD Organizations.

agencies have a similar set of issues as do
corporations. We are working with Sikorsky
Helicopter. Sikorsky has no interest in letting
any of their IP, or any other of their
information, offsite. We install the codes on
their computers, and they run our codes on their
computers, and we don’t really know what they
do with them because it’s their intellectual
property. However we work with them, and
make sure the codes are validated.

® Practice: Strongly encourage good communication among team members,
especially ameng non-collocated teams. Provide high quality video conference and
teleconference capabilities so that the teams can held frequent virtual meetings.

* Practice: Coordinate and share access to CREATE software and information
through a data server that supports the whole CREATE Program.

® Practice: Establish a method for allowing users to use the CREATE software
through a browser on their Army, Navy or Air Farce systems,

S Ticha shicke b Diistribation Statsmwnt CREATE LMD, 35 Hap 2013Pagee

The map of the US on slide 21 shows the
location of the 29 organizations participating in
CREATE. The CREATE Program Office

e —
HEC

Distributed Teams Can Work
- But Need Communication, Team meetings,... !

AV Ships RF GV MG

e 5 needs to coordinate all of them. Three years
¥ vor | ’l #,,3" ago, the Defense Department decided that for a
j,} vorwy 5 wenil) Mcé” year or more due to the GSA Las Vegas
{ ate TARDEC ea e f RDEC -

s T e ae ol e conference  scandal  complicated by

¢ %?Z% HPCHP sequestration and furloughs, etc. that no one in

S| SPAWAR SiL s8I S 7 avsea the DoD civilian sector could travel. But
v Indian Head @ T

~ " ERDC ONR management by walk-around” is the most

N 46t '{gg\Wing\ NRL . ] ] . )

o~ e \ effective way of keeping things going, and if

A
'\._\_1

you can’t travel to talk to people, except over
—— the telephone, it’s pretty tough to keep track of
things. We utlllzed really good VIde conferencmg capabilities, something | would suggest for
everyone. You have to have the security people sign off on it though, and that’s always an issue.
In addition you need a central data server which supports the whole program, where you can create
a document repository, and configuration management systems where you can check in your code.
Blogs and forums are useful to allow developers and user to document their exchange on views
and experienced. Issue trackers help keep the work coordinated. A central server accessible to the
whole development community has allowed us to keep things together, and allows groups to work
together and stay coordinated. The users have access to the document repository, the test plans and
data, and the forums and blogs. This helps them support themselves.

Tes
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The final issue is perhaps unique to the DoD. Most of the engineers in the defense department have
a Windows PC (usually a laptop), Microsoft Office, and a browser. They are also not expert
supercomputer users. How much engineering can they do with Excel? Not very much. All the

18



engineers told us that all the software we’re developing is really great, but security restrictions will
not allow them to access a remote supercomputer.

FE

HEC

To solve this problem, we put together a
software interface we call a portal installed on
the HPCMP supercomputers. It allows the
users to employ a browser on their local
Windows computer (or other system) to
securely access remote supercomputers over an
encrypted network connection with two-factor
authentication. Now users can employ their
browser to log onto the supercomputer, set their
problem up, run it on the supercomputer, store
the results, then analyze the results and ship the
pixels back to their laptop. This also means that
they don’t have to ship the large datasets that
were generated from the run over the network to their local computer, a big advantage. This works
very well, and it helps with industry too, because company networks for defense contractors like
Boeing, Raytheon and Lockheed, have their own network security protocols and restrictions so
that access for them is often problematic without the CREATE portal.

HPC Portal

Supercomputing via a Browser
Easy

*  Similar to a webmail interface

*  No userinstalled software or patches

* Integrated tutorials, communicy forums, and help

Secure

* Mo deskrop install is a security
best-practice

*  Quick Dol CAC-authentication
—  Yubikey for universities and Industry

*  Secured at one server vs. many
deskrops
Powerful
* Access to >> 10,000 CPU Cores
*  Shell for power users
*  Applications at one link
* Software near increasingly large datasets
Demonstrated
*  Supported Classified Multi-National Exercise

brited, ITL-14- 15, [TL-14-14
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Risk 6. Inability to manage requirements creep and HE.G
relevancy over major development phases of the
project [~ten years].
® Practice: Express customer requirements as “use-cases"'in customer-oriented
language that stakeholders, customers, and developers can understand.
*® Practice: Manage code development with a workflow culminating in at least one
‘distinguished’release, or ‘version”each fiscal year,

® Practice: Employ pilot projects to solicit customer reaction and input to feature
and attribute implementations.

—

Annual CREATE Product Release HPD
Cadence
| Fiseal Year Fr2on | Fraof2 Fr2013 | Fraota FY2015

Quarter tlaslea]2a]a[r]2[a]efr]2[s]a[1]2]3]2
Av-DaVinci 3
| AV.Helios o
AVKestrel 2 | a
MG-Capstone
" RF-SENTRI
| ShipsJHDE
Ships-NavyFoam n
Ships-NESM n

Ships-RSDE

* Approximately every year, a fully-tested upgraded code with *Planned

the new features identified in the roadmap is released

CREATE, LMD 32 Hay 2013Page 34

Managing requirements is a major challenge.
The Defense Department has a very elaborate
system for tracking requirements. We decided
on a streamlined process based on the standard
software development process of Use Cases:
define exactly what the code needs to do, and
test to ensure that it fulfil the use case. Use
cases allow you to explain the requirements in
a way that can be understood to the developers,
the users and senior management and measure
and document achievement of the
requirements.

Annual releases are one of the most important
development and management practices. This
is FY2015, and as seen in the chart on slide 24,
the CREATE codes have established a good
cadence. The development of the CREATE
software started in 2008, and by 2011 we were
releasing out the first versions of the software.
And every year, in almost all cases, there has
been an annual release of each code with
increased capabilities. The release went out to
the customers, they tried it and used it, they
were able to get access to these capabilities, and
they reported their experiences (good and bad)

back to us. The code development groups reached closure each yare. They didn’t hang around for
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ten years trying to get things going. They had to get something out in each year and move on. The
customers got a crack at it to tell them what was wrong.

Risk 7. Inability to anticipate and respond to rapidly QE__‘;
changing computational and computer technologies
(especially rapidly changing computer architectures

and environments).

Another important principle is: “Don’t do
research unless absolutely necessary.” The
development of computational engineering
tools is about capturing mature scientific
knowledge and making it accessible to the
engineering community. I’ve done research for
much of my career, but you can’t do
fundamental research if you’re putting together
engineering tools. You need to take sound,
mature algorithms and methods and implement
them into practice. However you will need to
do some research because you can’t anticipate
everything that you will need for the code to
solve the specified problems. You also need to keep track of what’s going on in computer
architectures because you must be able to keep your codes working on present and next generation
computers.

*  Practice: Rely on proven computational science and engineering and
computational mathematics technologies to satisfy customer-defined use-cases,

* Practice: Ensure that the CREATE Program maintains an awareness of the
evolving state of the art in high performance computing and its implications for
enhancing the performance of the CREATE applications and keeping its
computational technologies modern.

Ses Tixla shide for Distritasion Statennns CREATE. LMD
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Risk 8. Loss of DoD stakeholder and sponsor
support due to frequent changes of senior DoD
personnel.

® Practice: Form and Convene the CREATE project Boards of Directors (BoDs)
composed of senior repr of the stakeholder organizations at least
annually to help ensure that stakeholder organizations remain engaged,

® Practice: Continually reach out to new senior and middle level members of the
DoD acquisition engineering community {government and industry) to acquaint
them with the potential of CREATE to improve acquisition outcomes. Maintain
relationships with those who supported CREATE, but have moved to new
responsibilities.

* e Emphasize customer focus

S Titla shice far Distribasion Statenwns CREATE LG 38 iy 0i3Paget

Risk 9. Loss of Control of Intellectual Property
Rights.

* Practice:Require a Standard Software Distribution Agreement (a
license for use).

® Practice:Trademark the CREATE tools (protect the CREATE brand).

* Practice:Acquire the Necessary Rights in Contracts and Licenses.

S Titla shice far Distribasion Statenwns CREATE LG 38 iy 0i3Pages

The turnover rate of the senior people in the
Defense Department is noticeable. That’s the
way the world is, so you have to adjust. You
have to make it your job to educate the new
management as they rotate in every few years.
In the DoD aviation engineering acquisition
community, we’ve gone through three major
changes in leadership at Wright-Patterson. You
educate one senior leader, and two years later,
you got to convince their successor. In our
office, we’re on our third director. Coping with
the revolving door for senior leaders is a
challenge that must be met.

We’ve established Boards of Directors for each
project to ensure senior  oversight,
accountability and stability and establish a
close connection to the relevant Services
Engineering Acquisition Communities. Each
of the Boards is composed of senior people
from the service acquisition engineering
communities. This provides stability, customer
outreach, and advocacy for each CREATE
project.

With regard to intellectual property and
standard distribution agreements, trademark
each code. This provides some protection
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against misuse by others. Additionally, make sure you have a legal subject matter expert for

intellectual property issues on staff to review contracts, distribution agreements and licenses, and

make sure you have the legal ability to distribute your codes. I live in fear of this because we’ve

had some near misses with IP issues. A bright young engineer, a code developer, one code team

thought: “Why should we spend two months developing some code to handle a specific task on

my own, when | can just grab it from web and pull it in and use it and save a lot of time and effort?”

The reason that you can’t do it is because if somebody else wrote the code, they have the rights to

it. Then you’ve got a time bomb in your code which eventually can cause major problems. You

need to ensure that you get all the necessary legal rights to distribute the code.

Risk 10. Inability to support the CREATE software ﬁE_l: If you built the software, but can’t su_pport the

users === use of the software, then no one’s going to use

it because they will not be able to use it with

* Practice: Establish nitial smalkscae pilot projects for user support to develop confidence or even get it to run. So you’ve got

effective methods for user support and to establish the utility and necessity of . -

user support. to figure out how to provide support. We’ve

established support groups for each code, and

emphasized self-support by establishing good

documentation for users, live and on-line

tutorials, user blogs and forums that users can

query and search to find out if anyone else has

encountered their problem, and what that

person did to fix it. We’ve done small scale

STl o Dt S S— pilots to learn the best ways to provide support.

We are now supporting a user group of close to 800 users without taxing the development groups

to an intolerable degree. Since user support scales with the number of users, we have asked the

customers (the Army, Navy and Air Force acquisition engineering organizations) to pay for user
support, and we’re actually getting the services to contribute staff for user support.

s _ﬁEl: In summary, I recommend following all of the
ummary === practices I’ve described. By following these
* Implement all of the Software Management Principles. Leaving out even . , .
one can jeopardize the success of 3 program. practices, we’ve had more than five annual
. ;l'ecl'ln:lically co_n’:petent Iefadersl'}ip at thhe !)rc;gr:tn;andjevellopment team releases S| nce we Started and are rOI I | ng along
evel is a crucial success ractor for technical 5o are geve opment teams.
* Understand the complexities of your organization and make the effort to at one release per COde eaCh year' That Ievel Of
identify key risks and possible mitigations up front. achievement, in seven to e|ght years, is pretty
" i o s bocavs ey seers mrsceale, amazing to me. Over 110 DoD organizations,
* Release }fc;ur software frequently (at least annually) to garner the inputand both In government and In |ndustry are USIng
e I the codes. We’ve have intense interest from
* Do not underestimate the impact of ever tightening security environment . i
on distributed development teams and customers. |nduSt|’y_ In faCt’ some maJ()r Ae I’OSpace
® Managing IP rights, especially in today's WDI‘|d of open source software i ndustries are assessi ng the use Of our Soﬁware

components, s critical to the right to distribute your software.

for use in their commercial as well as their

cminas military design and analysis processes. For the

major US Aerospace firm to be mterested in adoptlng our tools for use in their design processes,
is a strong validation of our vision and our ability to execute. We now have over 600 licensed
users, and another few hundred are out there, hiding behind corporate firewalls and DoD classified
programs. Customers have touched about 100 different DoD weapons systems. Use is growing
steadily, almost exponentially. In fact, it’s growing faster than I’m comfortable with given our
ability to provide support. The biggest metric we’ve got is that we started out nine original projects
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and today we have nine projects still going on. The standard success rate for this kind of code
development when | look across the history of computational engineering codes is between 30 or
40 percent. Over 50% of similar development projects development efforts have failed in the past.
We tried to learn from the mistakes and successes of the past and it’s worked well. We haven’t

lost anybody.

Concluding Remarks

Following these practices our achievements and
successes are:
* Delivered an average of five annual releases since starting
code developmentin 2008, now at a rate of | per year
®* More than |10 DoD acquisition engineering organizations
(government and industry) are now using CREATE Tools
* Intense interest from defense industry
* Gained over 600 licensed public users and another few
hundred behind corporate and DoD fences
®* Customers have touched ~ 100 different DoD weapons
systems
* Use is steadily growing,almost exponentially

* Not lost a single one of our ? original projects and recently
gained four additional Ground Vehicle projects (with
additional funding).

Sea Ttla slida for Destribution Statamant EREATE, LMD 32 Hay 2013Page 2

I have included two success stories just to
illustrate the kinds of calculations the CREATE
codes can performance. The CREATE high
fidelity rotary wind code, Helios, was used to
assess a proposal by Boeing to use an improved
set of rotor blades to increase the lift during
hover for the CH-47F by 2000 pounds (about
10%) with no degradation of flight
performance. NavyFOAM, the high-fidelity
ship hydrodynamic code, was used to assess the
performance advantages of putting winglets on
propellers, for both submarines and ships. The
preliminary estimate of the NavyFOAM

analysis is that it would decrease fuel use by 2 to 4%, and reduce the vibration level.

Thank you.

I ciormed by Cardsrock Division, Naval Surface Warfars Conter

CH-47F Performance Improvement

Inereasing helicopter hover thrust performance normally trades-off with forward flight

performance. Ammy AMRDEC/AED and Boeing used HPCMP CREATE™ -AY Helios
software and three millon CPU-hours on DSRC supercomputing hardware to confirm Boeing's
predictions of improved and isclated rotor performance and then, for the first time, verified
computationally the integrated rotor/rofor and rofor/fuselage interactional aeredynamics and
installed performance of the new rotors

HPCMP CREATE™ resources enabled:

*=  Virtual testing of the integrated
CH-4TF with new rotor via high fidelity
analysis early in the design process,
including aft pylon height and blade
indexing.

* Flight test planning in advance of
scheduled test events.

HPCMP CREATE™ resources and expertise enabled early design stage predictions of helicopter
performance that project up 1o an estimated 2,000 pounds improved hoverthrust for 400+
Chinooks with limited degradation of forward flight performance.

DISTRIBUTION STATEMENT A: Approved for Public Release CREATE LFD 28 Py TS

Increased Propeller Performance Through Tip Loading %
Could Yield Fuel Savings '

Propeller degignars at the Carderack Divsian of the Maval Suface Wartare Center (NSWCOCD) are increagingly reling an
simuiations fo predict the performance of prapalers and to evaluata noval design featuras for eficiancy and military ulity.
Such simulations are inchided in the MawyFOAM CFD solver, which is being devedoped under the HPCMP CREATE™
program. The Reynoids-Averaged Mavier-Stokas (RANS) capability, irbulence modaing and wal modals alowed RSWCCD
to develop and evaluate a navel ip shape to increase e efidency and cavitation performiance of a prapeler. Futhemone.
the NawyFOAM anahtical resuls for thrust, torgue and efliciency compared very wel with resulls from expenments peramed
on madal scale hardware, giving graater confidenca in the accuracy of tha GFD simulations.

HPCMP rescurces enabled:

I s *  Optimizations in NavyFOAM enabled faster full scale
results, allowing for more conditians 1o be examined
*  Excellent correlation with model scale experimental
data increased confidencein simulation accuracy

=2 | en CFD simul allowed for
mere design variabions ta be examned in detal

*  3D-RANS perfarmance evalustion of propeler
designs at full scale Reynolds number incleding full
scale geometnic detads (e.g. trailing edge bevel)teo
small to be incleded in a model scale propelier.

Bl pre
Ii. a0 NS Wy
The RANS based CFD solvers in NavyFOAMdevelopedunder HPCMP CREATE™ enabled NSWCCD
propelier designers lo evaluate model and full scale performance for fixed pitch propellers yielding a
potential 2%-4% increase in efficiency basedon a novel design methodology and tip feature.

Distribution Statement A: Approved for Public Release: Distribution is Linlimitad
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Seeking a sustainable model for scientific simulation beyond the exa-scale

Dr. Robert J. Harrison
Director — Institute for Advanced Computational Science, Stony Brook University
Stony Brook, NY
Director — Center for Computational Science, Brookhaven National Laboratory
Upton, NY

Abstract

As we progress toward and beyond exa-scale computation, two disruptive changes are derailing
our progress toward realizing the full potential of HPC in urgent imperatives such as designing
sustainable energy technologies, understanding and controlling our environment, managing our
society, and growing our national economies. First, while the high performance made possible by
massive distributed-memory systems, multi-core processors with specialized vector instruction
sets, and GPU architectures is a huge boon to the HPC community, achieving portable
performance across different systems is virtually impossible today, and tomorrow brings new
complexities and architecture shifts.

Second, our ambitions for scientific computing are leading us to ask increasingly large and
complex questions that already cause the corresponding complexity of our software to exceed the
capabilities of current programming systems. For instance, the huge equations of many-body
physics and chemistry have transcended human ability to translate directly into software, and much
modern science and engineering is at the interface of disciplines forcing the composition of
multiphysics applications with diverse numerical representations, solvers, data structures, and
software suites. Previously successful strategies for maintaining productivity and performance,
such as frameworks and expert-written libraries, have been undermined by the disruptive pace of
change in architecture and programming models, which will continue and even accelerate for the
foreseeable future.

As a result, many are now questioning whether our current approaches to developing software for
science and engineering are sustainable. Can we deliver to the world the full benefits expected
from high-performance simulation at the peta and exa-scales? Or is innovative science being stifled
by the increasing complexities of all aspects of our problem space (rapidly changing hardware,
software, multidisciplinary physics, etc.)?

Focusing on applications in chemistry and materials science, and motivated by co-design of exa-
scale hardware and software, | will discuss many of these issues including how chemistry has
already been forced to adopt solutions that differ quite sharply to those in the mainstream, and how
these solutions position us well for the technology transitions now underway.

Finally, producing a software infrastructure for computationally intensive science and engineering
that overcomes these technical challenges advances, and yet is sustainable long-term, will require
unprecedented cooperation between the scientists within a science domain as well as across
disciplines/activities including computer architects, applied mathematicians, computer scientists,
resource providers, and educators.

Center for Engineering Concepts Development, University of Maryland 23



Symposium on Computation-Enabled Materials Discovery May 20™ 2015

Biography

Since October 2012, Robert J. Harrison is a professor in the Applied
Mathematics & Statistics Department at Stony Brook University where
he also directs the new Institute for Advanced Computational Science.
He is jointly appointed with Brookhaven National Laboratory where
he directs the Center for Computational Science. Previously, he was
director of the Joint Institute for Computational Sciences (JICS) at the
University of Tennessee, Knoxville (UTK) and Oak Ridge National
Laboratory (ORNL), with an appointment in the Department of
Chemistry at UTK. JICS is home to the National Institute for
Computational Sciences (NICS), one of the National Science
Foundation supercomputer centers. He has many publications in peer-
--reviewed journals in the areas of theoretical and computational :
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Magazine R&D100 award for the development of MADNESS.

Center for Engineering Concepts Development, University of Maryland 24



Seeking a sustainable approach for
scientific simulation

Robert J. Harrison

Institute for Advanced Computational Science
Stony Brook University

BROOKHFAEN
and NATIONAL LABORATORY

Center for Scientific Computing
Brookhaven National Laboratory

<D

National Science Foundation ‘\@ Stony Brook University )

robert.harrison@stonybrook.edu

®QiACS

Thank you very much for the welcome, and
thank you Peter for the invitation and also
organizing this event, which is focused on a
very important and very current topic.
Brookhaven has a long and very broad history
of leadership in scientific computing with a
strong tie to the defense agencies. | come
primarily from the Department of Energy side
of things with an interest in fundamental
physics and chemistry. Now, at the Institute for
Advanced Computational Science (IACS), we
have a broad prospective on computing. In
IACS, we have faculty from sociology and

atmospheric sciences. Of course, many people cross doing materials and chemistry. We are
actively recruiting in the space of computer science and applied math where we are trying to build
up a stronger foundation in the techniques that enable computation to happen. This is precisely
directed towards the main concerns that 1’ll be talking about today, which is how do we keep the
scientific computing enterprise alive in the face of all of this change and everything that is
happening. My talk is going to focus on what technology is doing and how do we have to respond
to that, because the future is not as the past was. Most people in the audience, especially those who

compute regularly, will be aware of this.

The Future

of Computing
Performance:
Game Over or Next L

Samuel H. Fuller, Chair~

Presented with Comments by Mark D. Hill

March 22, 2011

May 32200 QL MISCONSIN, b cse) »
| National Research Council (NRC) ’

hitp:/iwww.nap.edu/catalog. phpTrecord_id=12980#oc
hitp:lfwww.cs.wisc.edu/~markhil/INRCgameover_wisconsin_2011_05 pptx
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This is a very nice report, and even though it’s
now about four years old it’s still very fresh and
current. If you haven’t seen it, it’s well worth
looking at.
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Processor Performance Plateaued about 2004~ (F1) ™= One of t_he main d”V?rS Is on this slide from Fhe
underlying presentation from that report, which

Microprocessor Performance “Expectation Gap" over Time (1985-20

a0 o outlines how processor speed and frequency
has not really changed much over nearly a
g 1 decade, basically because of fundamental
~“] TheExpectationcap  physics limiting power characteristics of
10,000 . .
_“..~".I*5X 15x {-75x processors. We simply cannot continue to
- A operate processors faster and faster. As people
make chips bigger, what we’re getting are more
o cores, not getting faster processors.
E.g.. also Extremelech
http:/igoo.gli30zw2
- http:/igoo.glBGEDo
n
1385 1990 1985 ;D*M;”Nmmih:.]:n 2010 2015 2020 ) ) . )
The technical term, if you’re familiar with
35 YEARS OF MICROPROCESSOR TREND DATA Moore’s Law, is called Dennard Scaling, which

oL
10 e
.| Parallelism is now the onlv path

10°F to increased performatice.

basically says if you make the features on a
chip smaller, you could operate the chip faster.
We’re not able to do that anymore. Looking
forward in time, we’re not getting faster
processors, what we’re doing is getting more
processors, and different types of processors.

10
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riginal datn callected nd plattad by M. Hotowiz, F. Labante, ©. Shacham, K. Ohikatun, L Hammond snd C. Batten
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3 Data Procassing in Exascale-class Computing Systems | April 27, 2011 | CRM

Technology path Moore’s Law is, in the end, not a law, but a

self-fulfilling prophecy that basically says

every so many months or years, the number of
Post Dennard scaling era __——————  Post Moore's law era transistors on a Chlp will double by making the
* Moore's law valid but slowing 3 {timing highly imprecise)

Decteasing restence 6008 features on the chip smaller. But of course, you
armic power managerent. don’t get to do that forever. Ultimately, you’ll

* Dynamic power management
& dim silicon

—— reach some fundamental level of physics. If

405\"*‘(%;;,“7 Paths forward . .
e ___-ceemzednaware YOU  l0OK back, this has continued over an
108 Exascale > [ Near-data processing * Coarse grain scaleout - y -
“Near dataprocessing - @NOFMOUS amount of time. It’s simply
14nm_ 10nm  7nm 5nm 3.5nm  2.5nm 1.8nm * Disruptive technology H H H ’ H
e roes \ . ) ingrained into everyone’s understanding about
zFuo:niry and technology ueve\opn'\entcostsﬁfl]s economics may dedlay or cance| te?ﬂ?ﬁiy nodes. 2030 CO m puter teCh n 0 I Ogy. For 0 U r e nti re

professional lives, Moore’s law has really held.

Exponential growth is unfamiliar to us for most
other contexts. Most peoples’ experience with exponential growth is probably when they get
infected with a cold or flu virus. That thing grows over a few days and then suddenly overwhelms
you. Moore’s Law has been continuing in that vein for a few decades. Basically, the party is over.
Sometime after the year 2020, it’s going to stop. What does that mean going forward?
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The parallel future We’re clearly not preparing our students for

. ‘ ) L this future, since we ourselves are not prepared
Science students commonly not prepared for this future . i
— Taught sequential not parallel programming for it. But the CompUter programs that DOUg IS
— Little awareness of performance or architecture ta|k|ng abOUt, and Something that | have been
working on and everyone in the room has been
* Many computer programs written now will live for at Working on. are going to live a Iong time. One
least 10 years into the future s . )
— But designed to run on computers from 10 years past of the main codes that I’ve worked on for much
of my career started in 1992: NWChem, a large
+ Individual research groups, small mstitutions, disciplines quantum Chemistry materials code. It’s now
new to computing, most companies, do not have the over 20 years old. It Certainly wasn’t designed
awareness, skills, resources, to navigate this transition )
to run on computers of the current era, because
we simply couldn’t imagine them back then.
We thought we were being bold in designing these programs to run on ten thousand processors.
But we didn’t envision nodes with thousands of cores inside a single node. We didn’t imagine
GPUs. We certainly didn’t imagine what’s going to happen in the post-Moore’s Law era. The
skills, and even the awareness simply don’t exist in most groups: certainly not in most university
groups, and probably not in most software engineering groups.

There’s no escape from this. The path towards
exo-scale computing is an important topic.
» It’s not just the core count — it’s total concurrency ~ Doug mentioned peta-scale computing, with

— SIMD width, pipeline depth. multi-instruction issue, ... computers that can perform at 10%° operations
per second. But these computers are in hand
now. We’re progressing through computers
that are capable of tens of petaflops. The
Department of Energy is in the process of
fielding three computers capable of roughly
somewhere between 150 to 250 petaflops
individually at a collective price tag of close to
half a billion dollars. Those are going to be
hitting the ground sometime in 2018 or 20109.
That’s going to get us on the path to exo-scale computing, which is 108 operations per second.
This is just a path going forward. People speak of exo-scale computing as if it’s a point in time,
but it’s not: it’s a pathway to the future. People think most supercomputing technologies are
somehow different from what people would be computing individually. Most of us aren’t going to
get to use these big supercomputers, so most of us will be computing on personal computers. What
do you think is going to be in these personal computers? It’s the same thing that’s going to be on
the supercomputers, because it’s all commodity technology. There’s no custom technology in these
big computers anymore. A lot of the same concerns that we have in mobile devices are the same
concerns that we have in the big supercomputers, because it’s all about power consumption, battery
life, and high performance. These are contradictory things almost. The codes live a very long time,
which also means the underlying technologies will be changing. Creating an exo-scale computer
would translate into peta-scale computing for everyone else. If an exo-scale computer fits into a
hundred racks inside a large computer room, then a peta-scale computer would be a thousandth of
that size, which means that a typical university could easily afford several of these things, and they

Looking forward — no escape

* What 1s the lifetime of your code?
— 2012 —Intel KNC 64 cores/socket
— 2016 — 128+ cores / socket
— 2020 — 512+ cores / socket -
— Vector length and # pipelines also increasing

* In 2020 1+M cores will be a campus resource
— Le., exascale technology is relevant to you 7
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would fit in a small box. That’s coming, and it’s coming very soon, but it’s going to be with
technology that reflects that.

Somehow, with the skills and the few talented
individuals that we have, we have to corral the
hordes out there. Gamers might recognize this
shot on the slide of a popular Microsoft game,
with a bunch of zombies to kill in the
background. That’s basically the massive
threat, the complexity, the parallelism that we

Do new science with

O(1) programmers
0(100,000) nodes
0(100,000,000) cores
0(1,000,000,000)
threads & growing

* Increasing intrinsic
complexity of science

+  Complexity kills ... sequential or parallel have to overcome. That’s the Cha”enge of any
— Expressing concurrency at exireme scale software enterprise: Overcoming CompleXity.
— Managing the memory hierarchy In the end it doesn’t really matter where the

* Semantic gap (Colella) complexity comes from. But our problem in

— Why are equations O(100) lines but program is O(1M) s high-performance Computing is that first

phrase: high-performance. We want high-
performance. High-performance has become a level one correctness issue. And that translates into
all of these horrible details of the underlying architecture coming up to haunt us in ways that they
don’t haunt other parts of the software industry that aren’t so concerned with performance. Another
aspect is a phrase that I attribute to Colella: why is it that our equations are relatively compact, and
yet our computer programs are so big? NWChem, depending on how you measure it, is somewhere
between three to five million lines of codes. Yet we can write down the equations at a very high
level for quantum mechanics on a few pages. What’s up with this? What’s this semantic gap
between how we think about and reason about science and how it’s implemented?

— What’s in the semantic gap — and how to shrink it?

-1 For large codes, once you got something that’s
Wish list ge codes, once you got - 9
a few million lines long, it’s not going to
« Eliminate gulf between theoretical innovation in small change really fast; it’s kind of frozen. How do
groups and realization on high-end computers we move that forward? If Something that b|g is

Eliminate the semantic gap so that efficient parallel code also Complicated how do we structure these
1s no harder than doing the math . X

. o things for the software and also the communal

Enable performance-portable “code” that can be ] , ; .

automatically migrated to future architectures enterprise that’s producmg these thlngs to

» Reduce cost at all points in the life cycle maintain productivity? In the chemistry and

materials world, innovation is happening in

small university groups and small research

Much of this is pipe dream — but what can we aspire to? labs. We can’t require every one of those to

. have the expertise to manage all of these issues.

How do we connect this innovation pipeline

with the ability to realize ideas as rapidly as possible in big production codes capable of using

large parallel computers? Of course, we also have to worry about cost. Government funding, or

even funding in industry, is certainly not growing in this space. We have to do more with the same
or do more with less very often. How much of this can we actually do?
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Part of this is learning from practices
elsewhere; we have to change what we’re
doing. Most people who have written a parallel
exponential growth in functionality? prog_ram will, _eSpeCia”y if you're a_ certain ag_e’
_ Level of investment: no. of developers? _ realize that things have not really improved in
— Lack of software interoperability and standards? a few decades. This here on the bottom right of
— Competition not cooperation between groups? the slide is some Fortran code written using

: - OpenMP, which is a standard for shared
memory programming: using a computer like a
single PC or a single server, but using all of the
processors in that single shared memory
environment. You can see here it is very low
level; the instructions have loops and indices
and all these directives here. That’s almost state-of-the-art parallel programing in some sense, at
least in terms of mainstream standard programming. If you’re doing a production project, you have
no choice but to code to existing standards. This here at the top right of the slide is a snapshot of
an iPhone screen. You can be sure the people writing iPhone apps, in which we’ve seen an
explosion of productivity and tools, aren’t writing like this. What’s different about these faces? Of
course, there’s a difference in budget. There’s a different scale it’s after. One other major
difference is in the science community, there’s really not a very large market for this software, so
often the person writing the software is the same person using it. In this world, we have ten
developers for an app, but there’s probably tens of millions of users. There’s a different scale here,
so we have to factor all of that into issue. But | don’t necessarily buy that scientific software is
more complex. | think there are things we can learn from what they’re doing.

Scientific vs. WWW

or mobile software
* Why are we not experiencing similar

— Shifting scientific objectives?
— Are our problems intrinsically
harder?

— Failure to embrace/develop
higher levels of composition?

— Different hardware complexity?

How do we write code for a

machine that does not yet exist? As | have already mentioned we have this

+ Nothing too exotic, e.g., the mix of SIMD and Sh_lﬁmg technical Iandgcapg. We are havmg to
scalar units, registers, massive multi-threading, think about a code that’s going to last for ten or
software/hardware managed cache. fast/slow & twenty years without knowing what that code
local/remote memory that we expect in 2018+ is going to be running on. We can’t really

* Answer L: presently cannot imagine that hardware. So how do we write
— but it’s imperative that we learn how and deploy the software for a machine if we don’t know what

necessary tools . . . . ,
’ it will look like? The answer is that we don’t

— where possible generate code from high level specs really know how to dC') that “ght now. Byt there

— provides tremendous agility and freedom to explonla1 are sqme concrete ideas, and they involve

diverse architectures changing what we software developers do on a
daily basis.

* Answer 2: don’t even try!
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Conventional solution ) i . .
. . To gain some perspective on this, let us discuss
roblem statement + brain

— algorithm how we write software right now. Humans are

: fﬁggﬁg language + brain doing it. We have to translate our problem into
) an algorithm, and then translate that into a
program. We then get the computer to help us
translate our high-level specification program
into executable machine code, and then we

* Compile program
— executable

* Computer + executable + input

— result \

The brain is The only step currently

. Expensive conployiag HDC in mor finally get to run the program on the computer.
* Finite sephesnons That is the only step in which we are using
* Not growing exponentially high-performance computing. How do we use
oy e e O,k o5 ©  the computer more effectively to do all of the

other steps? Our own brain is finite; it’s not
growing exponentially, which is good if you think about it. You’d come to a very short end.

Dead code

+ Requires human labor

— to migrate to future
architectures, or

1peceers6s 1NINKING about our software then, traditional
software has a finite life. My message here is
that if we think about traditional software,
Fortran, C, etcetera, then how do we move that
software forward? There’s no automated
process usually to do that, although there are a
+ By these criteria most &, few tools out there that help. To move that
extant code is dead EEIESETeS]  software onto another platform, onto another
* Sanity check s AN X parrt architecture, often involves a complete rework.
—Howmucheffortis ~ FRREERAEEE By that sense, most existing code is dead. It’s
tequired to port to hybrid cpu*GPGPU: s the way it is, and that’s the way it’s going to be
forever. The sanity check on that are these
GPGPUs, General Purpose Graphical Processing Units. People who compute realize these are very
high-performance computers if you have code that is a good algorithmic match for them, but it
often requires a complete rework. There’s a very successful project called SPIRAL that generates
high-performance transforms like FFT and so on, and what they do is they start on a high-level
specification of all of the mathematics. Once they have captured all of that, as well as a detailed
model of the machine architecture they want to implement it on, they conduct a brute force search,
or maybe a more nuanced search that eventually delivers the high-performance code that often
realizes 99 percent of peak speed on that architecture. They have a very nice saying: once you start
writing code, you immediately stamp an expiration date on that code. It’s because you have all
these design decisions that ossify into it: how much memory you can use, how much parallelism,
what are you going to parallelize, on what type of hardware, etcetera. Yet the mathematical
specification lives forever. That is something that is really timeless.

— to exploit additional
CONCULTENCY, Oor
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The language of
many-body physics
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The Tensor Contraction Engine:

A Tool for Quantum Chemistry

Oak Ridge National Ohio State University
Laboratory Gerald Baumgartner, Alina
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Thinking about my own fields of chemistry and
physics, this here on the slide is a language.
These are Feynman-like diagrams. It’s not a
complete specification of this particular
problem, which is a many-body method for
modelling materials, because there are details
of the basis set and the problem we want to
reply to. But nevertheless, this suffices to
communicate a very large fraction of the
underlying software. We want to write code
that looks like this.

This chemistry equation down here at the
bottom of the slide is equivalent to a diagram
like the one depicted earlier. You could create
diagrams that would translate into this
statement. This is the residual for the couple
clusters singles and doubles model for
electronic structure. We basically want to solve
this residual equal to zero. This here on the
screen is where it begins. What you can
immediately see is that this equation actually
translates to something with a lot of structure
when we’re contracting multi-dimensional
arrays against each other.

That structures gives rise to the possibility of
doing other things. Instead of having humans
write code, they can write high-level
specifications. There was a very nice pair of
projects, one a DoE-funded funded SCIDAC
project and the other an NSF-funded activity.
Sadayappan from OSU was the lead on the
NSF side. | was the Pl on the DoE side, but
actually David Bernholdt and in particular So
Hirata were lead actors on that side.
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Tensor Contraction Engine (TCE)

(Kowalski, PNNL) /" EMSL®

Highly parallel codes are needed in orderto v v "/ "L ¢ |
apply the CC theories to larger molecular ¥
systems —

Symbolic algebra systems for coding
complicated tensor expressions: Tensor ‘E’
Contraction Engine (TCE) S Ly

ey 2 e

It was Kowalski at PNNL that turned this into
a production capability. We can basically take
the diagrams and, using the rules of quantum
physics, translate them into pages and pages of
these things shown in the middle of the
flowchart on the slide. These things get turned
into literally millions of lines of code that do
massively parallel solutions of these equations.
This has now transcended human ability. It
used to take, if we think about the couple
cluster equations, a graduate student’s entire
career to get to the point where they could write
a high-performance parallel couple cluster

code. Now, we’ve gotten to the point where we can, in a single morning, generate new equations
that would have taken an army of graduate students working for several careers to realize, at which
point you’re asking: would the human-generated code be correct? Probably not. Would it be as
fast as machine-generated code? Possibly, but again probably not. What happens on future
architectures? The key point here is that the Python code generator that Karol Kowalski (PNNL)
has is about ten thousand lines of Python instead of a few million lines of Fortran. You rewrite the

code generator.

Towards future computer
architectures
(Villa,Krishnamoorthy, Kowalski)

EMSL

The CCSD(T)/Reg-CCSD(T) codes have been rewritten in
order to take advantage of GPGPU accelerators

Preliminary tests show very good scalability of the most
expensive N7 part of the CCSD(T) approach
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Python vs. Java

+ The initial Python prototype
written by chemists worked
but had lots of “issues™ with
memory. speed. ...

* The OSU TCE generated
better code, respected
bounds on memory use.
but was written in Java by
C/S graduate students

* And none of the chemists
had a clue how it worked and -
none of them knew Java v

« Guess which is in use

The only piece of NWChem that is working
well on multicore GPGPUs is the Tensor
Contraction Engine generator code, because
they reworked the generator instead of
rewriting the entire code face. This is possible
because everything is so well-structured in that
domain. But there are things there for us to
learn.

Another aspect of learning is the sociological
one. The Tensor Contraction Engine project at
OSU, led by Sadayappan, actually generated a
really powerful tool. But unfortunately, it
wasn’t done in a sustainable way. The chemists
and physicists didn’t understand how it
worked, and it was using a language that none
of them knew. Going forward, it was the less
capable Python code that the physicists and
chemists understood inside out. That also
points to a funding-level challenge. On the DoE
side, there’s more continuity for funding, or at
least historically there was, for computer
scientists and applied mathematicians to
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collaborate with application teams. On the NSF side, back when this was happening, there was
more of a model. We’d fund your project for five years, and that’s it. We’d move on to something
else. That model is changing, and I’ll come back to that at the end.

Another project I’ve been involved in is this
MADNESS activity. MADNESS stand for
Multiresolution ADaptive Numerical
Environment Scientific Simulation.

Multiresolution
Adaptive
Numerical
Scientific
Simulation

N
E
S
S

Tools in the tool box: fast and

accurate computation It is a very interesting collaboration between
George I. Fann', Diego Galinde', Robert J. Harrison?, appl Ied mathematl_CIanS' ComPUter -SC|ent|StS,
Scott Thornto’, Judy Hill', and Jun Jia' and chemists working on several topics.

"Qak Ridge National Laboratory
Stony Brook University, Brookhaven National Laboratory

! I u ﬂ In collaboration with

Gregory Beylkin', Lucas Monzon', Hideo Sekino’
and Edward Valeev®

*University of Colorado

“Toyohashi Technical University, Japan
*Virginia Tech
robert. harrison@gmail.com
v ) . ~ o .
55 National Science Foundation

", ‘W Stony Brook University

Here are pictures of their faces.

Matt Reuter Nichols Romero

23
Jia, Kato, Calvin, Pet. ...
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What 1s MADNESS?

+ A general purpose numerical environment for
reliable and fast scientific simulation
— Chemistry, nuclear physics, atomic physics, material
science. nanoscience, climate, fusion, ...
* Want robust and fast algorithms that scale
correctly with system size and are easy to write
» Semanfic gap
— Why are equations O(100) lines but codes O(1M) ?

Applications

+ Facile path from laptop to exatlop

http://code.google.com/p/m-a-d-n-e-s-s
http://harrison2.chem.utk.edu/~1jh/madness/

E.g., with guaranteed precision of le-6 form a
numerical representation of a Gaussian in the
cube [-20.20]%, solve Poisson’s equation, and plot
the resulting potential

(all running in parallel with threads+MPI)
Let

Q = [-20,20P

€ = le—6

g = = exp(—(zk + 2% +28)) s m 18
In

f=7Fg

u=VE—dirsf)
print "norm of £, (f), "energy", (flu)=0.5
plot u
End
outpur: norm of £ 1.00000000e~00 epergy 3.98920526e-01
There are only two lines doing real work. First the Gaussian (g) is projected mto

the adaptive basis to the default precision. Second. the Green's function 1s applied
The exact results are norm=1.0 and enerev=0.3989422804
1

print "iter" i, "norm", [|o, "eval®, A
end
End

The math behind the MADNESS
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MADNESS started off with looking at
computations in chemistry and asking what the
main problems were. The problems were
accuracy and speed. Basically, you can’t get
both; yet we want both. We also want our
software to look more like our physics
equations; we want this  high-level
composition, and we want to run on the big
computers. How do we make that happen?

We want to write equations that look like
what’s depicted on this slide.

This is actual code in our highest level
environment. It’s not a production compiler. It
really exists to instruct students and new users
about how to think when they’re computing
inside  MADNESS. This code compiles,
generates in C++ the commanding code, and
then it runs in parallel using MPI and threads.
This is solving some equations in electronic
structure.

What we did here is, in order to realize these
objectives of more speed, higher-level
composition, and control of accuracy, we
tossed out a whole bunch of things. We adopted
a different numerical representation and
focused not just on having accuracy but also
having this representation be well-matched to
the underlying trends in computation, the
underlying basis.
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Here on the slide is a molecular orbital from
some molecule, | think benzene dimer. It looks
like a traditional adaptive mesh. Our basis
functions in each of these mesh boxes is a
discontinuous spectral element basis. Inside
each box we have a bunch of fairly high-order
Legendre polynomials. We typically start
computing at order six, but we’ll go up to ten
or twenty or even higher depending on the
problem. That gives us dense lumps of
computation that are very well suited for
modern processors.

Part of what’s going wrong is that this pace of
change in the software and the underlying

Frameworks and libraries technology is breaking previously successful

» No longer sufficient to address the pace and techniques we had for dealing with complexity.
nature of technology change Frameworks and libraries are architecting
— Written by humans: not sustainable, not nimble solutions dealing with complexity, and that

— Rigid partition between application and library complexity can be inherent in the app"(;ation or

— Constrains composition and expression of all it can be inherent in the technology or the

available concurrency

— Premature binding of application to H/W model computer. But it’s also a great way to interface

« Still valuable tools in our toolbox different d(_)main_s. If there’s some library \{v!th

— Reuse. exchange between disciplines, a well-defined interface and we’re familiar

aggregation of capability, community action with, say the linear algebra world, with Iinpack

and lapack, | don’t need to know how the

eigensolver works. I only need to know what interface to call and have some guarantee that good

things are going to happen. This has been a very successful approach to handling software

complexity. However, now that computer architecture in the programming world is changing so
much, this model is still an issue.

The domain-specific languages that 1 was

speaking about earlier in the context of the
Disruptive change || rabii= sibeiiiacel-siteetsiac kol L Tensor Contraction Engine are a part of that
demands distuptive [T IR solution, but it’s still not a complete solution.

Intent:
Input: 1,7, v[*,%%71, 11777, tal

Solve: For t s.t. ||r]j<tol

wogevyoeds
anelepaq

solutions Lo et e Kz Looking forward, we’re going to have to be
High-Level Semantic [ — " s il synthesizing in other things. Other aspects of
Favironments (FLSES) L s s I computation are important in realizing

« Dense s Low-rank

SBU: Harrison, Chowdhury, Lin, van
de Rijt, Sheppard

efficiency, not just in terms of performance but
in terms of power and other attributes of
computation. We want to be able to specify
what precision computation should happen. For
instance, when data is stored into memory, you
don’t have to store double precision numbers
all the time because often most people aren’t
interested in those trailing bits. They need those trailing bits when they are computing sums and

05U: Sadyappan, Rouatev,
Parthasarathy, Fosler-Lussier

Solver 1: F(x+dx)=0
«  Algorithm ™

suondiosep
wipoby

Utah: Hall, Gopalakrishnan,
Balasubramonian, Might

Require:
» prec(F)<tol*|IF||,
® prec(x) < tol equi
o prec(dx)<0.1°l|dx|l. | ,

[ 1

Application

Delaware: Gao, Siegel P
Precision

Colorado: Strout =
Resilience

Performance
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reductions and the like. We need to specify computation more carefully, and we also have to have
statements about resilience. Maybe applications will be able to tolerate certain types of errors that

will be arising on the architectures and so on.

The way forward demands a
change in paradigm
By us chemists, the funding agencies, and the
supercomputer centers

* A communal effort recognizing the increased cost and
complexity of code development for modern theory beyond
the petascale

* Coordination befween agencies to develop and deploy
new simulation capabilities in sustainable manner

* Re-emphasizing basic and advanced theory and
computational skills in undergraduate and graduate
education

facilities.

TheTeam |  Latest News

m ) About Us

Sustaimble Sofrware for Chemisery and Marerias

Education | Research

A Sustainable Software Innovation Institute for Computational Chemistry and
Materials Modeling (S212C2M2)

http://s2i2.org

There’s a lot of complexity here. What you will
see in trends in this space is a reemergence of
an ongoing narrative that really started in the
DoE world. There’s a very successful program
called Scientific Discovery through Advanced
Computing, the SCIDAC Program at the DoE.
It really started a very clear consensus about
co-funding scientists, computer scientists and
applied mathematicians to work together in
long-lived teams and also promoted an
understanding of the fact that scientific
software is long-lived and has to be managed
and supported in the same way that we support

NSF, in its sustainable software initiative, has
really taken this to heart and is in the process of
reengineering communities as well. I’'m
involved in this activity, which was funded as
a conceptualization of a project for a
sustainable software institute in chemistry and
materials science. We’re actually in the process
of finalizing a proposal to implement this
institute. I invite you to reach out to any of the
Pls on the slide here that you know, or me, if
you’re interested in getting more information.
The basic story is we want to have a grassroots,
community-led effort that implements, with a

very long vision, a sustalnable approach to our software that brings all the skills together in a
sustainable way, so that not everyone has to be an expert in everything, and the community has
the resources to move ahead. The institute will operate with a core group of staff with a diverse set
of skills, located at Virginia Tech. A sizable fraction of the resources will be going out into
software fellowships for students and post-docs to work on projects embedded in the community
in their own groups. Of course, there will obviously be strong ties coming back into the central

activity hub.
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I’m going to wrap up there. Thank you very
Summary much.

* We need radical changes in how we compose
scientific S/W
— Complexity at limits of cost and human ability

— Need extensible tools/languages with support for code
transformaticn not just translation

Students need to be prepared for computing and
data in 2020+ not as it was in 2000 and before
— Pervasive, massive parallelism

— Data-centric, bandwidth-limited computation and
analysis

— An intrinsically multidisciplinary activity

&iRCS:

\\w Stony Brook University BROOKHAVEN

NATIONAL LABORATORY
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Symposium on Computation-Enabled Materials Discovery May 20™ 2015
Accelerating Materials Discovery using First Principles Computation Techniques

Dr. Yifei Mo
Department of Materials Science and Engineering, University of Maryland
College Park, MD

Abstract

The design and discovery of new materials have been pursued through a trial-and-error manner
based on human intuition and serendipity. This traditional materials design process is time
consuming and labor intensive, which have significantly delayed the research and development
for novel materials. Computational techniques based on first principles are capable of predicting
materials properties accurately with little experimental input, and have the potential to accelerate
the materials design. In this presentation, | will share our success stories of using first principles
computation techniques in the design and discovery of new solid electrolyte materials in Li-ion
batteries and solid oxide fuel cells. | will illustrate the development of first principles computation
methods in predicting the phase stability and chemical stability, which are crucial for the
accelerated design of new materials. Our computation results and predictions are in good
agreements with multiple experimental studies.

Biography

Dr. Yifei Mo is an Assistant Professor of Materials Science and
Engineering at the University of Maryland (UMD). Dr. Mo has been
conducting research on the computational design of novel materials using
first principles calculations and on nanoscale mechanics using large-scale
atomistic modeling. Mo has published research articles in peer-reviewed
journals including Nature, Nature Materials, Energy and Environmental
Science, Nano Letter, Chemistry of Materials, etc.
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Accelerating Materials Discovery using
First Principles Computation Techniques :
A Case Study of lonic Conductor Materials

Yifei Mo

Assistant Professor

Department of Materials Science and Engineering
University of Maryland, College Park

Thank you Prof. Li. I would like to thank Peter
and other organizers for holding this nice
symposium and having me here to introduce
my research.

Since | am from material science, my talk will
focus on how we can use first principle
computation and infrastructure based on the
first principle computation data to help us
accelerate discovery of new materials.

What material scientists are really interested in
is a new compound of composition with certain
crystal structure that serves functionalities with

amazing properties. Here 1 will share a case study with you, a successful case of ionic conductor
material where we predict a material from first principles computation to validate experiments in

the lab then then goes to commercialization.

Fast lon-conducting Materials

Fastion-conducting materials are critical for many technological
applications, esp. in electrochemical devices.

+ Batteries g D
== (1T wm

+ Fuelcells e G

- Electrochemical sensors and membranes @Q::::h

lonic conductor
Technical challenges
* Improving rate capabilities for batteries
» Lowering the operational temperature of solid oxide fuel cells.

Materials design challenges: design and discover new materials with
» Improved the ionic conductivity,
» while maintaining other attribute (stability, etc.) of the materials

operational temperatures of solid oxide fuel cells.

Case study: Li;(GeP,S;; (LGPS) - a new superionic conductor

Li;;GeF.8,; (LGPS): a new material discovered by

Kamaya et al. Nature Materials, 10, 6B2-686 (2011)

# Highest Li* conductivity ever reported for Li solid electrolyte: o = 12 mS/em at
room temperature. Comparable to liquid electrolyte!

Li

P54 o
GeS,

# OQutstanding electrochemical pen;era nce: Toyota prototyped all-solid-state

battery with LGPS solid electrolyte.
B | t! + Ultimate safety

* High energy-density

Here is a brief introduction. Why do we care
about fast ion-conducting materials? Because
it is critical for a lot of electro-chemical or
solid-state electrochemical devices, such as
batteries and fuel cells. Here | show a diagram
of the Lithium ion battery. In this battery, you
need to have very fast transport of Lithium ion.
And this is also true for fuel cells and
electrochemical devices such as sensors and
membranes. So to enable these devices, we
need to develop a new material with higher
ionic conductivity so that you can improve rate
capabilities of batteries and also lower the

So the materials design challenges we are
facing are designing and discovering new
materials with improved ionic conductivity and
meanwhile maintaining other good attributes of
the material such as phase and electrochemical
stability.

The case | will present today is the LGPS based
material discovered by the Tokyo Institute of
Technology and Toyota. They discovered that
this compound has a really interesting and
distinct crystal structure. What is nice about it
is that it has the highest Lithium ion
conductivity ever reported in solids. It is about

12 mS/m at room temperature which is comparable to the commercial liquid electrolyte that we

have in Lithium battery.

39



Due to its outstanding electrochemical performance, Toyota took this material and prototyped an
all-solid-state Lithium battery. One point worth mentioning is the safety incidents of the Lithium
battery which is mostly because the liquid electrolyte is flammable so that it can catch fire. The
idea here is to replace the current Li-ion battery technology with a solid-state-based battery
technology as shown in the figure, in order to achieve the ultimate safety and also higher energy
density.

So we are interested in this material, coming

Can We Design a better Li,;GeP,S,,? along with some critical problems. First of all,
Two crfical problems with LGPS Germanium is very expensive, r_naklng itanon-
+ Geis expensive (31600-1800 per kg) starter for large-scale applications. And also,
* S chemistry is reactive with H;O and air Sulfide is difficult to handle. It is moisture

sensitive, and also reacts with air.

Can we address these two problems?

What we are trying to do here, is to design this

Computational design of new materials candidates before

synthesis! material using first principle calculations so
Anion X W that we can address the two critical problems of

Li,MP, X, this amazing new material before synthesis.
Cation M W We proposed to replace Sulfur with Oxide,

which is easy to handle, and Selenium, for

scientific interest. And also another thing is

whether you can replace the very expensive
element Germanium with some cheap and abundant elements in the same row in the periodic table
of elements such as Silicon and Tin.

Leveraging First-Principles Computation to Design New We want to |everage our firSt pl’inCiple
Materials . .
computation to evaluate these potential
material candidates. So how should we do
Phase Stability lon mobility Electrochemical that?

Stability
+ Is the materials  + High Li* ionic -+ Stable against We know that to become a good solid

B e oxdlization & electrolyte, you need all these following good
mechanisms - Stable at materials characteristics. First of all is phase

| interfaces stability. It is very important, because you

A 4 want a material, especially a new material to
Phase diagrams be stable so that you can make sure you can

synthesize it in the lab. Second of all is the

ionic mobility such as Lithium ionic

conductivity because it is the critical material
property you are looking at in this particular. And also you want electrochemical stability because
you want this material to be stable against oxidization and reduction that will happen due to battery
recycling. And also because it will work with other materials, you also want it to be stable at
interfaces.

So the idea to design the material is to evaluate these key material properties in first principle
calculations. If we have accurate predictions of these properties in first principle calculations, we
can essentially predict and evaluate new materials on computers.
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I will talk about each of these properties respectively. | will start with phase stability. | will show
you that using first principle calculation and the infrastructure based on it, it is actually incredibly
simple and straightforward to evaluate the phase stability of any material you come up with.

Computation Infrastructure Enables Quick Queries of Phase Diagrams

(M=Ge, Si, Sn;

Al known Li-M-P-X compounds in Inarganic
Crystal Structure Database (ICSD)
i / g

X=S, 0, Se)

MATERIALS '\~ —d
PROJECT

it e miterialsproject orf

And for us, we use a codebase to do that.

Evaluating the phase stability:
- LiyyGeP;5,; is a Metastable Phase on the Phase Diagram
S

The stability of a material can be measured as the equilibrium
decomposition energy,
Esecomp = the reaction energy to decompose to the nearest stable

phases
Unstabile
- Li;oGeP,S,, < Li,GeS, + Li,PS,
o
¢
1 Edecomp = 15 meV/atom
Stable _. J
Li4G984 Li3PS4

Potentially be stabilized by entropic effects at room
temperature or synthesis temperature.

and is experimentally synthesizable.

Predicting the phase stability of new materials:
- Are These Li,MP,X,, Compounds Synthesizable?
S

LiggMP,X,, Cation M

Fhase stability
E yocomp (MeV/atom)

—
Si Ge Sn
- = 90 meY, unstable

Unstable

= 20 meV, potentially
entropically stabilized

Anion X

(0]
S
Stable
. The oxides version of LGPS is
Anion thermodynamically unstable and is
unlikely to be synthesizable.

So here what we do is using the infrastructure
of first principle calculations. Now with the
development of programs such as Materials
Project which holds inorganic first principle
energetic data, it is fairly easy. We can simply
generate the relevant phase diagram using the
first principle database. What we need to do
with the new compound material,
Li1oMP2X12, is that we can just do one single
first principle calculation for each compound.
Then put it on the phase diagram to evaluate its
phase stability. It is incredibly simple to do by
accessing the database using a web browser.

So in this way, you can evaluate phase stability
of a new material such as LiioGeP2Si. It
comes up with the energy as a whole that
describes the stability of materials, which is
comparing the energy of the LiiwoGeP2S12
which you obtain from your first principle
calculation to the relevant phases in its
composition space, i.e. LisGeSs and LizPSs.
And then you can have the decomposition
energy which evaluates how relatively stable
the Li1oGeP2S12 is against its decomposition
phases with which you can have a benchmark
of whether the Li1oGeP2S1»> has good stability

So the only caveat here is in first principle
calculation, you are evaluating energy instead
of free energy at OK. You have to consider that
effect when you deal with real materials.

Here is the data we get for all these materials
with different cation and ion substitutions.

The original LiioGeP2Sy2 is in the middle with
decomposition energy of 15 meV/atom. As you
can see here, when you change cation Ge into
Si or Sn, the decomposition energy does not go
much higher, which means that for Li1oSiP2S12
and Li1oSnP2S12, they have similar stability as
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Li1oGeP2S12, as is demonstrated by Toyota. And they are likely to be synthesizable.

If you change the ion from S to O, you can see that the decomposition energy increases
dramatically which means that the new compound obtained by substituting S in LiioGeP2S12 by
O would be likely unstable and difficult to synthesize and use.

The good news is that we indeed find that, we can substitute Ge into Si or Sn. The question is after
substitution, whether the new material would have good performance to be used as a good solid
electrolyte material.

So what we will do next is to evaluate the ionic mobility, specifically the Lithium ionic mobility
in this material.

Ir:'le\:eriagling First-Principles Computation to Design New In the |8.St part, | will ShOW yOU hOW we design
aterials . . .
new materials using our computatlonal

methods developed.

Phase Stability lon mobility Electrochemical
Stability
+ Is the materials  « High Li* ionic + Stable against
synthesizable? conductivity oxidization &
« Diffusion reduction
mechanisms + Stable at
interfaces
Phase diagrams MD simulations
Ab initio Molecular Dynamics (MD) of Li* Diffusion We use first principle, Ab initio Molecular
+  Ab initio molecular dynamics (MD}) it % DynamiCS simulation to do that.
simulation K ©
= No prior assumptions on diffusion Here is a movie from the simulation. The good

mechanisms 29 @ : . i
+ Interatomic interactions evaluated by :%09 é%’ thlng about MD is that typlcally when people
il do diffusion first principle, we do NEB type of

— No empirical fitting.

- ?M?ss'iﬁ-x"h potential A A calculation where we assume there is a path for
ransterabil - . . .
. Slelf-diffuswlit){calculqted from (The init:_allu:::::‘itiz:shz?;EI;LGrTeirahedral SpeCIﬁC mOblle carrier to evaluate the
simulated L ion motion groups e shown for clary) diffusion. In that case you assume the diffusion
The ab initio MD results A'-‘tivat:o‘r:) nggc::l(cu;tv@i mechanism. But in Ab initio molecular
ene G ma/cim - - - -
skl ..ot 021 | 13 dynamics simulation, you make no assumption.
M experimental® | 0.24 12 You just let the Lithium atom diffuse and
.o .. 019, Ceder Chemn.Mater 2012 24 15-17. observe what happens, and extract the relevant

diffusion properties such as diffusivity and ionic conductivity. And you can also capture the
correlated motion.

Moreover, this is a first principle calculation where you have no hassle worrying about a good
empirical potential. The good transferability of quantum mechanics makes you confident to work
with new materials.

The activation energy and conductivity at 300K given by Ab initio MD simulation are 0.21 eV
and 13 mS/cm, while the experimental results are 0.24 eV and 12 mS/cm. They agree very well.
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Predict the properties of new materials:
- Identified Alternative Cations for LGPS

A Kuhn et al, PCCP, 2014

4.0 . , -
0 Ge a -10.0fF T T
A si 105 Experiments |
=45 < sn; = ok -
g E s} 4
=5} e qenl \\c o
% % 12.0
g B 1251 (i sips,, this siudy) Y]
5.5 430L¥ LigGePS,(Ref @)
T . LiygSnP, S, (this study)
10 15 2.0 Asghs oStPSelteeed)
1000/T (17K) 2 3 4
M in LisgMP Ge | Si | S bl
CME:S 2 P. Bron, et al. JACS, 2013
o@300K Liy;SnP,S.
13 23 6 1050P2S;,
(mSicm) Bulk @ =7 mSicm
E, (eV) 021 020 024 E,=0.27eV

Then we can leverage the technique to evaluate
properties of the material we have, which is
obtained by substituting cation Ge into Si and
Sn.

The figure here is log of diffusivity VS
reciprocal of temperature for different
compounds. You can see that when you change
Ge into Si or Sn, the diffusional property is
largely similar. The activation energy and
conductivity at 300K of LijoGeP2S1
Li10SiP2S12 and Li1oSnP2S12 are close.

This indeed shows that the newly substituted

materials are great materials. Multiple groups have confirmed the results given by our
computational simulations as is shown in the figure on the right. This is the one from PCCP which
shows similar plot as ours. There is another paper on JACS showing that the activation energy and
conductivity at 300K of Li1oSnP2S12 is 7 mS/cm and 0.27 eV, which is close to our results which
are 6 mS/cm and 0.24 eV. These results verify our prediction in first principles calculations. Now,
Li1oSnP2S12 has already been commercialized by a company in New Jersey.

Predict the properties of new materials:
- Disprove O substitution as a materials design strategy

Ani The diffusivity is too low in the oxides
nion version of LGPS
4.0 . .

-4.57 3

Z 5.0 se :

e &

=.5,59

Q

-6.01 0

6.51 . .
N (s o s
1000/T (1/K) @300k

o
(mS/em) 13 003 24
E, (eV) 0.21 0.36 0.19

improving the LGPS material.

Furthermore, we also did the ion substitution
with S changing to O and Se.

We originally showed that when you do the
oxygen substitution, the phase is going to be
highly unstable. But still we can get the
property from first principles showing the plot
of log of diffusivity VS reciprocal of
temperature for LiioGeP2S12, Li1oGeP2012
and LiioGeP2Sei2. We see that when you do
the ionic substitution, the diffusional property
drops significantly which means that the ionic
substitution is not only unstable, but also has
poor performance. It is not a viable strategy for
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Leveraging First-Principles Computation to Design New
Materials

What makes a good ionic conductor?

Phase Stability lon mobility Electrochemical
Stability
+ Is the materials  « High Li* ionic + Stable against
synthesizable? conductivity oxidization &

« Diffusion reduction

mechanisms + Stable at

interfares

l_. I

o
v

Phase diagrams

v

MD simulations  ~ °rand potential

phase diagram

What happens at the electrolyte-electrode interface?
Does the solid electrolyte has good electrochemical stability?
EE——

High by

Reduction of the
solid electrolyte

Onidization of the
solid electrolyte

[+ Whatwil happen for solid electrolyte in contact with electrodes?

+ Electrochemical Stability can be evaluated as phase stability with
a Li reservair 4 Li grand potential phase diagram

LGPS is unstable against electrodes

¥. Mo, 5. F. Ong, G. Ceder, Chem. Mater. 2012, 24 15-17.
» ConstructLi grand potential phase diagrams at the different u,;
(voltage) corresponding to the cathode and the anode
+ Grand potential PD assumes thermodynamic equilibrium, i.e., no
kinetic limitations of Li* or e- transfers, at the given Li potential

LiS LGPS
H
. / Ges. PiSy
Js’
oY Fnts?
Fﬂss

Hy=0ev U,P

Anode: Li metal

2375 Ui+ LygGePsS,; &

12 Li;8 + 2 LisP + 0.25 LisGey
(AH=-31.3 eV

{-3019 kJimol)

py=-5ev 1
Cathode: charged by 5V
Ly;GeP,S, » 58 + P.S;
+ GeS; + 10 Li + 10e*(-5V)
(AH=-28.1eV
/-2112 kJimol)

Strong thermodynamic driving force for the reduction/oxidization of LGPS

Considering the time, | will go over the last part
fairly quickly.

As | mentioned, we need the solid electrolyte
to have very good electrochemical stability.
And because your material will never work
alone in the device, often interfaces can be a big
problem and you will need the interface
compatibility between different materials.

We can also evaluate these properties by first
principle calculations thanks to the scientific
infrastructure we have. In a real battery, you
will put LGPS between anode and cathode
which you will have reduction and oxidization.

To evaluate the highly reducing and oxidized
environment, we can use the grand potential
phase diagram which is shown by the figures
on the right to evaluate material stability under
different conditions. Still based on the
scientific infrastructure, we have the phase
equilibrium at different chemical potential of
Li which gives us the stability of the material
in the different environment and at interfaces.
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Implications for all-solid-state batteries: A problem at interfaces

Sakuda ot 5l Chem. Mat. 22, 542 (2010)

High by Low

At the solid-state battery interfaces,

+ The decomposition products formed as the solid-electrolyte-interphase (SEI)
to passivate and to protect the solid electrolyte.

+ The decomposition of solid electrolyte would proceed if the electronic
conduction is enabled.

+ The SEl is not stable during electrochemical cycling.

Demonstrated Computational Design for Solid Electrolyte

Computationally design new solid electrolyte compounds
confirmed by experiments.

Initial experimental Ab Initio Subsequent
data computation experiments
« 12 mSfcm + Confirmed high (other groups)
conductivity conductivity
= (FEn=Em) 3D conduction
+ 1D conduction « Predicted 3D pathway confirmed
— . Bl
9 = Decomposition due to products observed

voltage range Li extraction/insertion

at cathode and anode
|+ Predicted Li;;SIP,S,;

+ Synthesized and
confirmed by multiple |

| * Only Lij;GeP,S,, Cors

“_reported 4 and Li;pSnP;8,;
M. Kamaya et al. Nat. Mater. 10, ¥ Mo S P Ong, G. Ceder, Chem. A Kuhn ef al, PCCP, (2014)
B8B2.568 (2011) Mater, 24 15-1, (3012} P Bran, et al JACS, (2013}
5. P.Ong, ¥ Mo, ef al Energy Environ.  Karna graup @ Kyato Institute af Tech
Sc. (2013} Liang group @@ ORML
Les growp 3 Colorado
Conclusions

Methodological Advancements

+ Developed DFT ions in
elecirochemical stability.

» Demonstrated ab initie maolecular dynamics for caleulating lonic
conductivity.

Material Insights

* LiypGeP,S,; s a 30 conducter rather than a 10 conductor.
+ Electrochemical stability is likely the result of passivation

ing phase stability and

Computational Design

= Anion chemistry has a large effect on diffusivity and stability.
+ Oxide version of Li;GeP;5,; is unlikely to be synthesized
+ Expensive Ge can be substituted by cheap elements such as Si, Sn,

¢ )

+ First principles computation is developed to discover and design new Li
ion conductor materials

¥ Mo 5 P Ong, G. Ceder, Chemistry of Materials 2012 24 1517
5. P Ong ¥ Mo W D Richards, L Miara. H 5. Lee. G. Cader, Energy Environmental Science 2013, & 148-156

What happens for the LGPS solid electrolyte
when you put them in an actual battery.

To conclude, basically we have shown the first
principle calculations and with new type of
development for method, we verify the
calculation for phase stability, electrochemical
stability and diffusion. We provide some
valuable insights into the new LGPS material.
We further leverage first principle calculation
and show the computational design that we can
change expensive Ge into cheap element such
as Si and Sn while the material still works well.
We also show that some other material design
strategies such as using O substitution is

unlikely to work. This helps us to discover new materials.

Here 1 only show one example, but as you can imagine we can leverage this into studying a
lot of other new materials because first principles calculation can work with any combination of

elements and chemistry that you want.
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Research Background

Computational capabilities over a wide range of length scale and materials problems.

Atomic-scale Nanometer-scale

Edecironic structures Micrometer-scale

First Principkas Materials Desion Lange-scale makecular dynari

i

Interfacas and nancstructuras

-
m W
iy #o o

et

Ma, et al Chem. Maer, 26 52085214 (2014)

Ma, atal Chem. Maner, 24 15-17 (2012}

Ong, Mo, et al. Enengy Environ. Sei,, & 148 (2013)
Ma, atal Phys. Rev. B, 84, 20152482011}

Ong, Mo, &t al. Phys. Rev. B, B5, 0B1105(2012)
Kang, Mo, el al Chem. Mater 25, 3378 (2013)
Kang, Ma, at al Nano. Les. 14, 1016 (2014}

Mo, et al, Marare, 457, 11161119 (009

Mo, ef al Nature Materiats. 12, 9-11 (2013)
Mo, et al., J Phys 0., 44, 405401 2011)

Mo, ef al Phys. Rev. 8, B1, 035405 (2010)
Mo, et al. Phys. Rev. B, B0, 155493 (2008)
Mo_ et al. App. Phys. Lew., 90, 181927 (2007

nanostructures and microstructures.

In the end is a little bit advertisement for
myself. We are a new group here, we have the
capability of dealing with a large range of
expertise and length scale. Results shown in the
figure on the left is first principles materials
design. We are able to calculate the electronic
conductivity at the atomistic scale and at
surfaces. We also do things at large-scale
molecular dynamics in which we extend the
length scale to hundreds of nanometers where
we use reactive forces to investigate problems
at surfaces, interfaces and complex

I would like to thank you and | am happy to take questions!
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Development of the NEMO tool suite: from basic physics to real industrial devices
and to global impact on nanoHUB.org

Dr. Gerhard Klimeck
Birck Nanotechnology Center, Purdue University
West Lafayette, IN

Abstract

NEMOS is the fifth edition of the
NanoElectronics MOdeling Tool
set. It incorporates the core
concepts and insights gained from
20 vyears of development of
NEMO-1D, NEMO-3D, NEMO-
3D-Peta and OMEN. NEMO5
licensing agreements for
academic and commercial use are
available. NEMOS5 is free, with
restrictions, for academic use.
The core capabilities of NEMO5 lie in the atomic-resolution calculation of nanostructure
properties: strain relaxation, phonon modes, and electronic structure using the tight-binding model,
self-consistent Schrddinger-Poisson calculations, and quantum transport. This presentation
overviews various aspects of NEMO5 capabilities, interactions with academia and industry, and
its deployment on nanoHUB.

More than 330,000 users in 172 countries annually participate in nanoHUB.org, a science and
engineering gateway providing the capability to perform online simulation through a web browser
without the installation of any software. nanoHUB is an online meeting place for simulation,
research, collaboration, teaching, learning and publishing. Over 12,000 users run simulation
software from their browser in nanoHUB’s science computing cloud. Cumulatively over 20,000
students in over 1,000 classes utilized nanoHUB simulations in classrooms and over 2,200 authors
referenced nanoHUB in over 1,100 scientific publications. The platform has spawned nanoHUB-
U and, in turn, Purdue HUB-U, interfaces for online courses that are broadly accessible around the
world.

In collaboration with: Michael Povolotskyi, Tillmann Kubis, James Fonseca, Bozidar Novakovic,
Jun Huang Yu He, Yaohua Tan, Mehdi Slamani Jelodar, Daniel Mejia, Zhengping Jiang,
Hesameddin llatikhameneh, Prasad Sarangapani, Tarek Ameen, Junzhe Geng, Yuling Hsueh,
Daniel Lemus, Saima Sharmin, Ahmed Reza, Pengyu Long, Harshad Sahasrabudhe, James
Charles, Sicong Chen, Ganesh Hgde, Saumitra Mehrotra, Santiago Perez, David Bermeo,
Krishna Madhavan, Lynn Zentner, Michael Zentner, Michael Mclennan
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[ SR et arionol Noggigchnolosy I was going to talk about the end of Moore’s
@ . Mythbusting ) Law and the devices that we’re modelling, and

Seienfilic ﬁr;mﬁa%e;rans“er with the tools that we build to analyze those devices,

Gerhard Kiimeck, Purdue University, ggekm@purdue.edu but in light of the talks this morning and their
general scope | completely changed what | was
going to talk about. Today I’m going to entice
you with something that might jolt your
willingness to share codes and the meaning of
how you can share codes. | think that is more
important than me talking about one particular
topic. So I’m going to talk about nanoHUB.
What you see here on the slide is an animation
of usage from February 2013, two years ago.
You see people coming to the site, logging in and signing up. The bigger the symbol at a particular
location, the more people there are. These turn into simulation users that simulate, on nanoHUB,
through a web browser. We have about 13,000 people annually that run simulations without
installing any software. The red dots we have roughly 20 times more of compared to the simulation
users. Those are people that look at seminars, tutorials, and lectures. This project is non-
infrastructure; it runs 24/7, with half a day of downtime throughout the year. It’s really up and
running; it’s part of the NSF infrastructure. I want to convince you that you can do scientific
knowledge trends in a facility like that, from one group of people to a completely different group
of people. Then I’m going to talk about mythbusting. I’m going to tell you all about the things we
were told we couldn’t be doing, and how people were stymied by these efforts. Here on the slide
is a static image of a year’s worth of users. We have users all over the globe that light up the night
sky. Clearly, nanotechnology is very interesting to people.

| Erveme—rr——r S We’ve seen large growth; we started with 500

Documenting with Real Data users when Mark Lundstrom founded this
Research<=>Education, Collaborative, Global Impact

The Essence of a Research University whole . thing. We . Changed. the _system
Gerhard Kiimeck, Purdue University, gekco@purdue. edu dramatically by making tools interactive. We

moved away from web forums, similar to what
your bank has today, towards fully interactive
we have engineering tools that are actu_ally appealing to
been like users. Then we saw a little bit of growth. We
also deployed lecturers because we knew we
had to reinvent the system. There’s a lot of talk
about MOOCs now. If you define Massively
Online Open Courseware at around 100,000
users, we’ve been doing that since 2009. To
me, this is the essence of a research university. We connect research and education, we collaborate,
we have global impact, and we’re going to document all of this with real data to you.
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Thanks to

Research Group

@Purdue 2003-

@NASA JPL 18¢ 3
@Texas Instruments 1994-1998

Obviously I don’t do this work by myself. This
is one picture of my research group. It has been

i a 20 year career of building this NEMO tool

that I was going to talk about. I have a hub team
that runs it all; those are the professionals that
really operate this website. Then there are over
a thousand content authors that actually
contribute to the site, without whom we
wouldn’t have information to serve. There are
really three different entities that | need to give
thanks to.

It’s a website, so that’s one way to look at it.
But it’s much more than a website. Here is a
very brief overview. These images on the slide
are visualizations you can do on nanoHUB.
Anybody can do it without installing software.
There’s a whole set of lectures and tutorials.
There are over 4000 content items you can dig
into and search through. These lectures here are
Adobe type lectures. The key element is really
simulation with the launch of a button. This
launches a Unix tool that is VPNed into your
browser, allowing you to do all these
visualizations. These simulations can run fast,

and they can also run relatively slow. Here on the slide is a full transistor design tool, and this will
be dispatched in several clusters or into a grid computing structure. This is a biopore, a tool from
[llinois. There’s also a whole MOOC environment.

It’s FREE !!!

Yes, really !!!
Users do not pay anything!

And yes, it’s free. We’re not asking for a credit
card or anything. It’s not free to me because |
have to sell this thing all of the time, but it’s
free to the users.
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1965
Gordon Moore |

Relative Manufacturing Cost per Component

”M

MNumber of Components per Integrated Circuit

Moore’s Law

Device Size:
Tens of nanometers

Stanford SUPREM

Device Integration:
>2 Billion

Berkeley SPICE

Before | take you into the future of what | see
computing to be, I’m going to take you into the
past, to the year 1965. It’s an incredibly
important year: | was born. But more
importantly, a person sketched something into
his notebook, and on the slide is the original
sketch. It’s the number of components per
integrated  circuit  versus the relative
manufacturing cost. Moore’s Law was an
economic law, not necessarily a technology
law.

You’ve seen Moore’s Law mostly like this, as
seen here on this slide, where you plot the
number of transistors versus development, and
it’s growing exponentially. We’re at over two
billion transistors. That’s almost a third of the
world’s population working together without
having a war. That’s how big that number is.
And that’s an incredibly strong engineering
feat to do. This version of Moore’s Law talks
about device integration. You’ve also seen
Moore’s Law maybe in this form; things are
getting smaller, and that’s my area of research
expertise. Today, we’re at tens of nanometers.

We’re material scientists, and we get that. You might have also heard that device integration and
circuit simulation is being done with a tool called SPICE. You might have heard of processing
modelling being done with the ancestor of the tool, SUPREM. But | bet you don’t really know

where these tools come from.

Berkeley

Simulation Program with lntegrated Circuit Emphasis.

from: Larry Nagel, BCTM 96

+ Started as a class project

* Developed as a teaching tool

« Quality control: pass Pederson

* Dissemination:
» Public domain code
» Pederson carried tapes along
» Students took it along
to industry and academia

Donald O
Padorson

» Released 1972

SPICE (Simulation Program Integrated Circuit
Emphasis) started as a class project between a
master’s student and a professor. It was one of
the first open-source tools. The creators carried
it around on tapes. There was no assumption of
perfectness. There was an assumption that
there would be bugs in there, and the
community would be involved in fixing them,
and the creators would be involved in with
them. Then, students took it along to industry
and academia, and that’s how that tool
flourished.
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Device Size

Transistors

Device Size

Transistors

Stanford
Stanford University PRocEss Modeling

* Stanford wanted to mimic
Berkeley success
+ Combine various existing models

« Dissemination:
» Public domain code
» Community workshops
» Students took it along
to industry and academia

Birth of an Industy

Intel Capitalization:

$85B
Total Industry:
242080bB

SUPREM (Stanford University PRoOCEss
Modeling) was similar, but it started as a
research tool.

Without process simulation and without circuit
simulation, all the tools that came from small
university groups, we would not have a 300
billion dollar semiconductor industry today;
it’s completely unfeasible. Without these two
pieces of software, this would not have
happened.

What’s next? We have about two billion
dollars” worth of research in the United States
in nano. There’s about eight billion dollars in
the world invested into nano. We have a whole
lot of research that sits in our research shelves,
but can we put this into the real world? That is
what we focus on in the team that | lead. What
we really want to do is have these tools, reap
them from research, and put them into the real
world, making them useful to others.
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You guys are material scientists. I don’t have
to tell you about nanotechnology, right? It’s
people in bunny suits.

Nanotec hnol ogy

Nano facilities are really expensive.

You typically think about models like these.
Here on the slide is a visualization of carbon
nanotubes and quantum dots that are artificial
atoms. These are models...

Juartum Dots
f’( reific r’d/ f{Z‘OM\S

image generated with
CNTBands on nanoHUB org

c dr-&"an N‘Zznoz‘aée\s
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Why is this so hard?

That run on computers, which is why we are
here. They are operated by geeks like me. And
you probably realize that there is a huge barrier
between the experiment and the theory. The
idea now is connecting these experimentalists
into these models. We would probably have to
start with putting these models on the web and
making them available. Maybe there needs to
be many of these models, not just one, with a
whole community working on them. Maybe
then there would be lots of other people
showing up. But there are other things, right?
You could conceive of using this in a
classroom, and actually teaching people how to
use it and transition at it. You could have
economic impact as well. So, all of that should
be easy to use, easy to install, and should run
into any browser. This is a common dream.
You could replace nano and put in materials, or
fluid dynamics, whatever you wish. This is a
common portal dream. But there are really only
few portals that were successful, and nanoHUB
was one of them. It has been very hard to
implement them, and the question remains:
why is this so hard?

This here on the slide is what the key element
is: we have got to put this stuff on the web. But
most recent codes are written by one person for
one person, and that’s a major element. That is
how we, most of the time, value a PhD. It looks
pretty structured like this, but there might be
completely garbled nonsense in the input deck
where you can’t read it and you don’t know
what it is. You really have to go from user-
hostile to something that is more user-friendly,
like what is seen here on the slide, where you
have a user interface that is actually usable for
a broad set of users. So we develop technology

that can do that, to get to a user-friendly state. But you also have to be more than that; you have to
be developer-friendly. It has to be easy to develop in order to put it onto the web. So we developed
Rapture to build user interfaces and we built HUBzero to deploy this stuff on the web. While this
has been hard, and many people have tried to build portals, they have also received, basically, an
understanding of what’s possible and not possible. I call those myths.
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Step in the nght direction:
PADRE Industrial Tool - Bell Labs

On the user side, people think you cannot use
research codes for education. They think that
you have to specialize your code in order to use
it for education, because it’s otherwise too
hard. Or they think that you must write your
own code to do quick research, or to do any sort
of research. They also believe that an
experimentalist will never touch research
codes. Then on the developer side, they believe
that building user interfaces is too hard, and the
code has to be rewritten to put it on the web
anyhow. They think to themselves “Why
would I do it? I can write papers myself, thank
you very much.” On the accessibility side,
there was no end-to-end science cloud that
existed before we started that. I’m going to pick
up some of these topics, but before I dive in you
can think of the user-friendly aspect as
customers that actually need to use the stuff, the
developer-friendly aspect as suppliers that
provide it to the customers, and the
accessibility aspect as the marketplace where
they can meet. You have to analyze these three
different stakeholders to do this work.

We’re going to dive in and look at the user-
friendly issue. This here on the slide might be a
garbled nonsense input deck. We can have
things like that, but it’s still hard to use, and a
visualization would be nice. That’s the first,
simplest way of getting access to an industrial
strength tool like PADRE. But we can do much
better.
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MOSFET: Running PADRE Simply

6,6 49 UserS,__
104,282 jobs ™

945 Users,
41,285 jobs

CNTbands

Same behavior across all similar converted tools

We can wrap PADRE with the help of an
undergraduate in two or three weeks over the
summer, with a toolset like this, with a GUI,
and suddenly you can run the same PADRE
tool very easily, and it actually makes sense.
It’s restrictive, in that it can’t do everything
PADRE can do, but it can do these MOS
devices really well.

We’ve done this for six tools. In this PADRE
case, we get six thousand users and 100,000
runs versus just 945 users obtained without a
simplified GUI. Evidently, usability is a key
element.

This here on the slide is what web forums used
to look like. You have some form, you fill it
out, and you click run. On the left of the slide
are some user numbers of this tool up until it
was changed. Here, roughly eight users per
month, a couple of poor suckers in their
classroom, used it. We then changed it to
something that’s more interactive, and since
then we’ve seen a little bit of growth in these
user numbers, not by advertising it, however: it
just happened. What’s even more exciting is
that this tool is one of the open source tools.
Not every tool is open source, and you don’t

have to make it open source. But we tracked the downloads of the source. Those eight users that
used it also downloaded it because the service was subpar. But once the service was actually nice,
they didn’t download it anymore because they didn’t have to. They preferred not to download and
install the whole thing, find the right FORTRAN compiler, etcetera. Is this new? No. The user

interface is not a new thing.
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Balancing
Usabilitv and Capabilitv

w08 F

nanoHUB

What else is different?

Developer Experience? iPhone / iPad

You have seen this all the time. People trade
usability for capability. Remember when the
first iPhones came out? They had crappy CPUs
in them, and they were all so slow. But nobody
had to read the 200 page manual you had to
read for the Windows-based phone. These
thing have changed how we access computers
because they’re usable. No one needs to read a
200 page manual. Are the processors inferior to
what you can buy with Microsoft? Yes. Could
you do well if you read the 200 page manual?
Yes. Will you read the 200 page manual? No.
Thus, you get something usable that’s maybe

not quite as capable. In science, we have to get used to that. Not everyone wants to be compiling
tools and installing things. They want to use it. At nanoHUB, that’s what we see. Coming from
kind of usable to really usable, you see a little bit of growth. What is different in nanoHUB? Why

could we do that?
Network for Computational Nanotechnology

rerciBors
Usual Science Gateway Process

* Not validated by
researcher (disowned)

* Researcher has much
better version

* Code rewrite takes
2-3 years

Researcher Web Developer

I oy
Many Proposals read alike
noncHUBerg
Usual Science Gateway Process

Customers / Users

* Scale back expectations

| Network for Computational Nanotechnology

* Not research codes

+ Toy applications

« Not deep research

+ Maybe for education?

=
— ’
Researcher

b =
Web Developer

Let’s look at the developer-friendly piece.
Normally, a proposal about putting a tool on the
web reads like this. I’'m going to have to get
some money. I’'m going to hire a web
developer. I’m going to take the software and
convert it for web use. Basically, 1 end up
having to rewrite the software. That’s the
standard model of a portal from the early
2000s. There’s a lot of information flowing one
way. It takes two to three years; it’s kind of
slow. The tool here keeps developing. The
researcher gets ticked off, because the web
developer knows nothing about the science
here. This tool keeps evolving, yet the web
developer says “Don’t give me a new version,
I’m recoding everything”. In other words, no
new science is being done, and it takes a couple
of years, 500 K maybe per tool. The researcher
gets upset because you can’t do that; it does not
scale. You can’t take 175 tools at that budget in
four years and ask for 88 million dollars. What
happens then is people scale back their
expectations. They say “These are toy tools”
because they has nothing to do with the original
ongoing research piece. Maybe you can use it

for education. But in the end, no deep research is being done. That builds a bad reputation for this

whole portal business.
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The nanoHUB way is a little bit different. We
did deploy 175 tools without 88 million dollars.
We basically took away the middle man. We
empowered our researchers to deploy their own
tools in nanoHUB. Problem solved: they take
ownership. If you have a tool with a user
interface, it takes one to two weeks, that’s it. If
you don’t have a user interface, it takes a little
longer, and maybe an undergraduate student to
help with that. That is the difference.

| want to prove to you with numbers that this
actually works. On this graph featured on this
slide, in blue, is the number of tools. The green
line represents the number of active
developers. They have new versions. And now,
in this statistic in red from two years ago, we
have some 1400 tool versions. These tools are
no longer the static thing that you throw all over
the wall as tar balls and forget about. These
things evolve. In fact, they have publications
now. Web of Science is now listing these tools
as publications.

This method works. Here on the slide is an
example of a collaboration network. Each dot
is a person developing software. They are
linked by common tools: yellow is Purdue,
orange is lllinois, purple is Northwestern.
Those are part of the original NCM. Turquoise
is really interesting. Those are the people that
we formally have no connection to. Now, |
want to do something with this beyond
showing a pretty picture. | want to measure the
impact of collaboration.
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) I measure from each dot on this graph the
Developer Collaboration Impact number of lines that go away, that’s the number
of collaborations you have, versus the number
of users you ultimately serve with that tool.
What you see here is a curve that is not linear,
but it goes up. | showed you the median data
first, just to prove it’s not just a cumulative
effect. | need to put it on a log log scale; this is
an exponential impact. If you collaborate, you
have impact. This is median data. If I put in all

10 285 developers I have in this particular data set,
Collaborators you see something very interesting. Each dot is,
again, a person, measuring their collaboration
strength versus the users they serve. What does
elleRRlele e Ie IR TV WAL T RIS that say? If you have a lot of collaboration,
you’re working up here at the high end of the
graph. If you have few collaborations, your
success is basically a crapshoot. You could be
either very successful or you could be very
unsuccessful, statistically speaking. The point
is, normally, we work at the lower end of the
graph. In academia, we worked at the low end.
What’s even worse is promotion and tenure
criteria are also down there. We should be
working at the high end of the graph. We
should value collaboration and build it into the

Users Served

P&T Criteria

o
@
<
@

w
4
@
7]

=

el \\/e need to build incentives. Dragica
sl \V/asileska, a colleague of mine at ASU, had the
Al shred tool early on. She served some 11
sl thousand users. Every contributor gets a graph
SRR |ike the one depicted on the slide. It looks really

good on a NSF proposal that you don’t promise
that eventually or maybe in the future you will
put your stuff on the web. But you actually
Y measure the impact now. We also write books;
4 these tools will soon be listed by Webble

Science as real, proper publications.

= 123 citations
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Next Generation Faculty:
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W Professor. | would like to emphasize that Dr. Ahmed's use
of nanoHUB in education and research, which earned him
national and international visibility, did play a significant
positive role in his early promotion case, i

Glafkos Galanos RS

Chair, Dept. of Electr. and Comp. Eng, SIUC
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Here is an even more interesting story. A
former post-doc in my group who published a
bunch of tools went to Southern Illinois. There
was no activity at Illinois there before. He
arrives, and suddenly there’s activity, as seen
on this graph of usage at the university. Now
there’s activity there. He uses existing classes.
He builds new classes. And he gets promoted
with tenure in within two years.

We have some 350 tools now. You can host
them. You can run them. They are small tools
in general, but there are often big tools as well.
So we have the suppliers. We have the
products. Now the question is what in the world
are they doing.

First of all, we operate the thing. But what are
these customers doing? The rumors are that
you can’t use research codes for education, that
you can’t use somebody else’s code to do
research, and that experimentalists won’t touch
it. What we have then is our own matrix. We
have to stare into this thing and figure out what
they do.
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User Behavior Analysis
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———> Time (days

2010-06-30 b users 1 days of histor

Formal Education vs. Research
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Proof of use in EDUCATION!
Knowledge Transfer out of Research
22,649 students,

1,164 courses,

185 institutions

This here on the slide is my view of our
matrix. There’s a user using the green tool on
one day, not coming back the next day, then
using the orange tool the third and fourth day,
and returning to the green tool on the fifth day.
Then | stack these users up from there in
sections based on when they first show up on
nanoHUB.

Here’s our matrix on the slide. We are looking
back at data from 2010; it looks pretty
scattered. But then you start staring in it, and
you see some little patterns here. You see a
stripe there. More patterns: little chunks, big
chunks. You start to wonder what is going on.
There must be correlated behavior.

We analyzed user-to-user correlations. There
are groups like the one in row A that basically
show up once, using one tool. There’s another
group that might look like this in row B,
coming in periodic patterns. Here in row C
there are six different tools. These are classes.
We can measure the classroom size by peoples’
behavior. Nobody would give us in the
feedback upfront why they signed up on
nanoHUB, since most students would say that
their professor told them to. Which professor?
For what class? We would know. Thus, we can
positively identify them. We have other ways

too. | can show you that these groups are experimental researchers, these are computational
researchers, and these are self-study users. What’s really amazing is that these are research groups.
There are 22,000 students in over 1,100 classes, all over the globe, in 185 institutions. It’s viral.
It’s taking off.
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User Behavior Analysis
=> |s Research Possible?
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Each dot is a paper
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Research
Support

Social Network!
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They use some two hundred and ten tools. So
what’s with this stuff here? What is being
shown in the area denoted “Research Activity”.

Can we support research? How do you measure
research? You look in the literature and
develop a process. We found over 1200 papers
that cite nanoHUB. We can build social
network charts, as depicted on the slide. They
are linked by 2,200 authors. We can delineate;
do we know these people? Do we not know
these people? 64 percent are outside of the
original network. We can ask “What are they
doing? Are they doing nano-research?” There
are actually papers that describe how you use
nanoHUB in the education realm. There are a
bunch of cyber infrastructure papers. We can
look at the nano-papers, and over 50 percent of
them support experiments. But is this good
research? To determine this, we look at
secondary citations. Is this good research?
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nanoHUB Citation Network (2000-2014)

1,100+ Papers
13,997 secondary

Research
Support

citations

Research

Research
Quality

nanoHUB 2014: 1,108 Papers
13,997 secondary citations h-index 56

=}
=]

]

S
=
=
O

g.
b

|

(=]

<]
o
w

1,000
Papers

noncHUBarg
Compute Intensive: NEMO/OMEN

| Network for Computational Nanotechnology

20 years development
+ Texas Instruments
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You have all heard of the h-index. Basically,
the nanoHUB index is 57 or 58 right now after
being about ten years in business.

Not only can you do research, it actually seems
to be good research. Then there’s the
perception that these are toy applications, since
they are kind of small and don’t run big jobs.
That’s my pet peeve here. That was going to be
my talk that 1 was going to give on the
development of NEMO. It has been about 20
years of development. | used to be at Texas
Instruments. | used to be at NASA JPL. Now
I’m back at Purdue, because | love them more
than the ocean.
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Intel technology roadmap I’m going to look real quick here at the Intel
Road Map. We’ve heard of nodes before.

"n N I R [ o
2009 (_01‘ | 203 | 2015+

Manufacturing

This here in the middle of the slide is today’s
FINFET that you can buy in devices. The i7
that’s in there has FInFETSs in there | believe.
FinFET in a nice model looks like this solid
model. This is the fin, this is the gate, and this
is the electric valve that squeezes a flow. Now
if you look at that more realistically, and with a
SEM, this fin is eight nanometers wide. It
might be 22 nanometers long on the gate. Eight
It ORIl nanometers is 64 atoms. It’s a small number. If
' | put this into my model, it will look more like
this here on the right; it’s about a thousand
atoms in the cross-section.

Today: Non-planar 3D devices have
better gate control!

Let’s go back to the technology roadmap. If
you go down the line here, you can buy a 22
‘ Frem Waeere W@y | @Eemmm—n nanometer node today. You can probably buy a
e | : Bl 14 nanometer node this year or at the end of
—r — ~ ' next year. 22 nanometers translates to 176
atoms. But if I look at the critical atoms, what’s
in the width, a 22 nanometer node is 64 atoms.
This number goes to tens of atoms in the future;
it’s very small. | don’t think continuum theory
will work at that point. I know it doesn’t work
Node aoms 176 ; 56 40 here in the present, and that’s why | work with
Electrons 160-190  64-80 3038 1828 1115 Intel. What’s even more interesting is how
many electrons are sitting under the gate that
actually control that valve: hundreds in the year 2011, down to tens after the year 2015. That’s
why we do this atomistic modeling in my group.

Roadmap of finite atoms
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We’ve worked in quantum dot type things with
Roadmap of finite electrons single electronics.
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Node atoms 176 122 80

Electrons 160-180 64-80 30-38

You can see single electron effects in FinFET.
You can actually identify what the impurity is
with an atomistic simulation using NEMO.

Single electron effects in
today’s transistors (2008)

Gate-induced quantum-confinement
transition of a single dopant atomin a
silicon FnFET
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Single atom transistors (2012) We work with the Michelle Simmons group in
Sydney where we can make a predictive single
impurity being connected to wires that are one
atom tall and four atoms wide. That’s about as
small as you can make nanoelectronics.

Ohm's Law Survives to the [Ty
Atomic Scale -

0 b 4. 1., b ' L B B
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The Physical
Limit of
Moore's Law

= e T W9
THE YEAR IN SCIENCE

29 sigLe.atom
TRANSISTOR
TOP STOREES CREATED

0F 2012

Challenges ahead on the road of
ever cheaper transistors

_ 20m o
h._.. He |
T 4

20nm

Number of
transistors / $

16nm

The Economic
End of Moore's Law?

2012 2004

NEMOS5 — a team’s code

NEMOS is a team effort of
individuals with varying

Scientific Orientation

PURDUE Garman Kiimeck @

That’s the end of Moore’s Law in a sense: the
physical limit.

The economic limit of Moore’s Law has hit us
already. We cannot buy more transistors for the
same amount of money anymore as we move
forward. Moore’s original economic law has
stopped. This is the first time in over 40 years
that we cannot buy more for the same amount
of money. That really calls into question why
are we trying to pursue that. It’s not clear that
there will even be a five nanometer node.
People say that they want to have one. They
will have to pay for it then. That’s ultimately
what it comes down to.

It’s done with a group of people.
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NEMO Agenda, Funding, and Leverage
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267,362 Simulation Runs
10,786 Users
3,874 Users in 100 classes

The only way I can work with a group of about
30 people to build this NEMO software is to
have a very diverse setup portfolio. I do not
have a single funding agency that would fund
it, so it has to come from small pockets of
money from all over the place.

This code depicted on the right of the slide is
the first engineering peta-scale code. It runs at
a peta-scale at 200,000 cores in cranks of 1.4
petaflops. It has the same code basis as these
entities on the slide, but what’s even more
exciting to me is something | could never have
done at JPL: I can let that code loose, with
interfaces, and get 18,000 users all over the
world to use it with real simulations jobs. And
I would never have imagined that they would
actually use it in systemic classes that | can now
track. You can do computation intensive stuff.
NEMO’s not the only big thing. All these codes
appearing on the slide should mean something
to you. They also run in nanoHUB. That is a
possibility for deployment for a whole
community rather than just throwing tar balls
of my software over the wall.
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Usage Patterns

=> Tool Qualification

We have these usage patterns that close back
onto tool qualification. I can now say that they
are used in classrooms. | can rank these things
from zero to one in terms of intensity of
classroom use. | showed you the social network
chart of research use of these tools; I can put
that on another axis. Five years ago, | was
asked the following question: “You have 120
tools, which ones are research and which ones
are educational?” Back then, I thought “I’m not
the author, how would | know?” But now | can
tell you, with quantitative data, that many tools

have bridged that gap. It’s not just education. It’s not just research. It’s dual use. And that’s where
we want it to be; we know that already. SPICE came from teaching, and moved into the realm of

research.

Time-evolution
of nanoHUB tools

Research Use

Educational Use

Time-evolution
of nanoHUB tools

Research Use

235 tools!

Educational Use

I can look back at 12 years of data, depicted on
the time-evolution graph on the slide. Tools are
born down here at the origin, and I don’t know
what they are going to be. In time they evolve,
typically coming from the research side,
trickling towards education. Releasing
programs such as Rapture accelerates the
process. Post-Rapture, you see a whole lot
more tools popping in there. But in general you
see the trend. To me, that’s the essence of a
research university.
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Time to First Adoption

Typical textbook update:

Time Between Tool Publications and First Use in Classroom

Revolutionizing Research » Classroom

Median adoption time:

174 days (5.7 months)

ronchlBlorg
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Workflow

I can now measure time from market into the
classroom. Each tool has a digital optic
identifier that’s essentially its birthday; I can
measure the first time they shows up in a
classroom. Writing a textbook normally takes
about four years on average...

Now we have tools that show up in a week, a
month, or three months. That is a very rapid
infusion of new research into classrooms.

We had this dream of doing this. Now in the
future we’re going to do experimental data. But
really, the big dream is now changing
publication processes. | want to be able to read
my paper on whatever device | have. | want to
click on the data, and | want to link back to the
tool or the data, and | want to be able to
compare it. We’re driving that right now with a
couple of publishers: Springer, IEEE, and 10P.
That’s where we’re going to go in the future,
and we’re going to be part of it. We’re aiming
to make this sustainable. We are dreaming of a

sort of professional society that fosters the sustainability of a hub, so we don’t have to go back to
the government to ask for more money.

Thank you.
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Simulation of Materials Properties Using the Tight-Binding Method

Dr. Michael J. Mehl
Center for Computational Materials Science, Naval Research Laboratory
Washington DC

Abstract

Over the last two decades computational power has increased enough so that quantum-
mechanically accurate simulations of systems containing hundreds or even thousands of atoms are
routine. Even so, many calculations, e.g. grain boundaries or surface reconstruction, can require
even more atoms for an accurate description. It is desirable to have a method that can accurately
describe these systems while maintaining quantum-mechanical accuracy.

The NRL Tight-Binding method was developed to handle these calculations. An extension of the
Slater-Koster formalism, the tight-binding parameters are chosen to reproduce the total energy and
electronic structure for a series of relatively small first-principles calculations approximating the
systems to be studied. This reduces a calculation requiring 100 or so basis functions per atom to
one requiring only 9-16 basis functions per atom, giving an immense speedup in the calculation
and allowing much larger systems to be studied.

This talk will describe the development of the NRL-TB, its successes, and some of the problems
encountered along the way. Plans for improvements in the method will also be discussed.

Biography

Michael J. Mehl graduated from the University of Kansas in
1973. He received his M.S. and Ph.D. degrees from Indiana |
University in 1975 and 1980, respectively. From 1979-1981 Dr.
Mehl was a Postdoctoral Fellow at Rutgers University, working with
Prof. David Langreth. He held a similar position at the University
of Maryland from 1981-1983, working with Prof. Ted Einstein. Dr.
Mehl came to NRL in 1983 as a contractor, working for Sachs-
Freeman Associates. He joined the Condensed Matter Theory
Branch as a full-time employee in 1986. In 2006 he was named the
Head of the Center for Computational Materials Science. Dr. Mehl
was named a Fellow of the American Physical Society in 1999.
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Collaborators -- Past and Present

= Dimitris Papaconstantopoulos, NRL

+ Ren Cohen, Camegie Geophysical Laboratory
+ Florian Kirchhoff

+ MNoam Bemstein, NRL

+ Joe Feldman, NRL

+ Michael Haftel, NRL

+ Michelle Jehannes, NRC/MRL

+ Chris Ashman, NRC/NRL

= Sang Yang, Wright-Patterson AFB

= Brahim Akdim, AFRL WPAFB

+ Mohammed Lachhab, NRL/George Mason University
+ Dan Finkenstadt, United States Maval Academy
+ Khang Heang, Morth Dakota State

+ Xianwel Sha, NRL-PET

+ Christina Lekka, University of loannina

= Axel Groft, Technische Universtat Minchen

+ Efthimios Kaxiras, Harvard
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Sponsors

Office of Maval Research:
Naval Research Laboratory
Design of Naval Steels

CHSSI:
Tight-Binding Molecular Dynamics

DEPARTMENT OF DEFENSE

Fast Parallel Methods for Multiple
Length Scales

HPCMP

HIGH PERFORMANCE COMPUTING
HMODERNIZATION PROGRAM . .
Materials Design Software Suite

High Performance Computer Access
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The subject of the talk is not exactly a success
story, but a story still in development. I’ve
enjoyed this, and I’m not going to say we have
thousands of users or anything but we have
gotten quite a bit of interest in it over the years.

As | was introduced, | am now the head of the
Center for Computational Material Science,
which has about twelve scientists, and
sometime in the near future I’ll be the head of
the Center for Science and Materials
Technology which has about thirty people.

These are the collaborators, past and present.
This project was started back in the 1990’s by
Dimitris Papaconstantopoulos and Ron Cohen
when we were all at NRL. Ron has since moved
to Carnegie Geophysical Laboratory and
Dimitris is incorrectly labeled on the slide and
is at George Mason University. There are
various other collaborators (indicating the rest
of the names on the slide) including Noam
Bernstein who is still a major developer and
user on this project.

This project received sponsorship from
multiple sources including ONR (Office of
Naval Research) back in the 90’s as part of the
Design of Naval Steels project, we receive a lot
of our computing capability from the HPC
project that Doug talked about earlier today,
and we received funding originally from a
project called Common High Performance
Computing Software Support Initiative.
Essentially what CHSSI is, is that in the 90’s
the DOD funded HPC, providing a lot of
parallel computers, and what they realized is

that there was no software to run on parallel computers. So we had these old programs written in
FORTRANT77, | hate to say it my first FORTRAN books were WATFOR and WATFIVE, and we
inserted MPI calls along with other parallelization enhancements.
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* Why?

« Improvements: Ductility,
Strength, Weldability
Melting Temperature,
Magnetization

+ Determine Failure Modes

+ Decrease Total Ownership
Costs

+ How?

+ First-principles
calculations

+ Tight-Binding and
atomistic potentials

+ Dynamic Response (Phonons, C;)
« Grain Boundary Energles

« Grain Boundary Segregation

+ Dislocation Energies and Motion

+ Crack Formation and Propagation

+ Finite Strain Models
« Thermochemical Modeling

20 May 2015 Computational Capabilies UMCP 4

Real First Principles Calculations

Example: Bulk Modulus of Copper

» foc unit cell, 29 electrons/atom
+ Need about 10° atoms to describe
a “bulk material”
= 2.9x10'° electrons
« Wantto solve with Quantum
Mechanical Accuracy

Solve Schrodinger’ s equation:

_%ZV,' ; %Zm - Zl"./—r;rr;.l U{P P ey o by ) = E (P P ba oo Ey)
‘ for E as a function of atomic positions R,, bulk modulus is
B(V)=VE' " (V)
Equation has =10" dimensions, excluding spin
20 May 2015
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Simplification: Density Functional Theory

+ Density Functional Theorem:
The energy of the system is a function of its electronic density
E = Eln(r)]
(Hohenberg and Kohn, 1964)
+ Single Particle Approximation:

Pretend that the electrons are independent of one another (Slater, 1930s;
Kohn and Sham, 1965):

[ \ \
' Vo (r) + vyeslr) () = £, ¢a(r)
2m ’ ’

Replaced 10" dimensional equation by
3 % 10'° three dimensional equations

In a periodic crystal we can reduce this to < 100
equations per electron in the primitive cell

20 May 2015 Computaianal Capabilies UMCP [

So what we wanted to do was to devise an
atomistic basis for complicated structures like
this (indicating the material image in graphic
1.b). If you notice the scale of the graphic you
will see that there are a lot of atoms in the grain
boundaries. As a result you cannot do atomistic
simulations, as described earlier, because with
first principles code such as MD you’re lucky
to get 500 or 1000 atoms and maybe 10,000 by
next decade, however you will always want to
simulate more atoms than you have capability
to do.

If you are doing real first principles
calculations for instance let’s say you have
copper, you’d need about a million atoms to get
something you could call copper bulk. That
translates to about 29 billion electrons each
with three degrees of freedom, not accounting
for spin, leaving you with a 100 billion
dimension equation and | don’t think we will
have the capability to do that any time soon.

So the simplification came from Hohenberg
and Kohn, who developed Density Functional
Theory (DFT) Speaker indicates Eqn. 1) as
physicists, although Walter Kohn was
eventually given the Nobel Prize for
Chemistry. Then Kohn and Sham reduced the
100 billion dimensional problem down to 3
billion three dimensional equations which is
actually much simpler. Furthermore, if we are
dealing with a periodic crystal we can reduce
this problem down to about 100 equations, or
wavefunctions, per atom in a primitive cell

which is ultimately what we really need to calculate.
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Why Not Use DFT for Everything?

+ Relatively Slow

o Computation time to solve Schridinger” s equation scales with
the cube of the number of atoms (O[N?] problem)

+ O[N] methods have been developed for insulators, butare
much more difficult to implement for metals

o Memory use scales as N?
o lterating to Self-Consistency can take 5-50 steps, depending on
the complexity of the system
« Acceleration schemes sometimes fail

o Practical limit of a few hundred atoms for systems containing
transition metals.

+ Forlarger calculations, we want something that is faster, yet
preserves Quantum Mechanical properties

+ Dynamics requires multiple solutions as the system evolves
« There is always a bigger system

20 May 2015 Computational Capabilies UMCP

However, this solution technique (DFT) is still
relatively slow as the solution time goes as the
number of atoms cubed, and to the fourth if
you’re doing Hartree-Fock. Furthermore,
memory scales as square in the number of
atoms due to the matrices which must be stored.
Finally, all of this must be done self
consistently requiring several iterations. There
are schemes which may reduce the number of
iterations by increasing response, however the
practical limit is a few hundred atoms for
transition metals.

For some perspective, this technique is considered to be “second principles” which comes from
Alex Zunger whom some people may know, who is now at Boulder. He in the 90’s considering
first principles, took tight binding, which was based on first principles, and called that technique
second principles, and we’ll call atomistic potentials no principles. The main focus of our work
with tight binding was to preserve the quantum mechanical properties, i.e. keep it second
principles. Furthermore, there will always be a bigger system people will want simulate. If you
produce a version of VASP that can solve a 10,000 atom problem in 20 seconds someone will
want to solve a 100,000 atom problem. Thus there is always a bigger system and we haven’t

systemized that issue.

This problem was faced before

otential Prolblem®

I ——

|‘<»'H')L It we s

+ 1954: difficult to do even a very simple electronic band structure
calculation
+ Slater and Koster proposed using the tight-binding formalism to

develop an interpolation scheme
20 May 2015 Computational Capabilies UMCP 8

Well we faced this problem way back in the
1950’s when Slater and Koster proposed a tight
binding model (Slater was mentioned
previously on slide 6).
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Solving Schrodinger’ s Equation

o, . . .
H w, (r)= —ﬂ\'-"r..-:r] s ) U (1) = 24, ()

+ Use variational theorem. For any function ¢(r) :
EX< ;{fr) H i (r) =
« Given basis functions o(r), write
1) =E, € pnlr-Ry)
+ Find stationary solutions of < y(r) | H |  (r) = as a function of the ¢,
I Hjg=ex 5,¢
Hy =< qor-R) | H| g(r-R)>
Sy =< q(r-R)| ¢(r-R)=
+ Solutions for & are the approximate eigenvalues
+ In DFT we need to construct H; and S; at every step
+ Slater and Koster chose to parametrize H; and 5, from certain calculations

20 May 2015 Computafianal Capabilies UMCP ]

Divide the World Into 4 Types of Integrals

« Calculate various terms for

< pi(r-R) | Hy(r-Ry) | o(r-Ry) >
« Onsite Integrals:

< gi(r-R) [ H(r-R) | o(r-R;) >
- Crystal Field Integrals:

<@(r-R) | H(r-R) | o(r-R) >
« Two Center Integrals:

<o (r-R) | H(r-R) | 9(r-R) >
« Three Center Integrals: @ L

< @i(r-Ry) | Hy(r-Ry) | o(r-R;) > o /\ o o o

| So Far There Are No Approximations |

Computatanal Capabilties UMCP 10
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Slater-Koster Approximations

+ Combine on-site and crystal field
terms into one integral
= qy(r-R;) | Hy(r-R,) | @(r-R;) =

. I?nore the three-center integrals:

+ Approximate 1w6 Cerﬁer Integrals with

a spherical potential:
< g{r-Ry) | HIr-Ry} | pr-R)

+ Reduces calculations to a very few
integrals: on-sites + 10 two-center
(hepping) integrals, sso, spo, ppo, .
ppx, sdo, pdo, pdr, ddo, dda, and ddé

+ Two-center integrals depend on angle
and an irmeducible matrix element L

A\VAAVA

This approximate Hamiltonian still
has the symmetry of the crystal

<g|H| 9> = cos(0) H,,(R)

20 May 2015 Computational Capabilies UMCP 1

What that tight binding model does is put in a
very small set of wavefunctions and use that to
diagonalize the system, where if the
wavefunctions are chosen appropriately you
obtain reasonably good solutions. Note that a
tight binding wavefunction is a wavefunction
that is centered on an atom.

What they found (Slater and Koster) is if you
divide a crystal up you could have interactions
between two different atoms due to the
potential produced by a third interacting atom,
and you would have to account for all possible
interactions. Then any possible interaction
would be represented by a matrix element. As
a result there are a huge number of possible
interactions.

What Slater and Koster ended up doing was
throw out a lot of those interactions by
assuming only a spherical potential centered on
an atomic site. This assumption preserves the
guantum mechanical basis.
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Slater-Koster Approximations

+ Given an spd basis for the valence
bands, need only diagonalize a
9x9 matrix at an k-point for a one
atom system

+ For multiple atom systemsit' sa
9N:=9N diagonalization

+ Comparable DFT calculations

require diagonalization of 100N x

100N matrices

Example from the Slater-Koster

1954 paper for band structure of

Cu: only circled points were

calculated
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Advantages and Disadvantages of Tight-Binding

Advantages Disadvantages

* Parameters must be fit to first-
principles calculations or
experiment

+ Small basis set size (spd):

+ Fast enough for Molecular
Dynamics
+ Can handle thousands of
transition metal atoms
» Maintains Quantum Mechanical
nature of bonding
* Transferable to structures not
included in the fit, allowing
caleulation of
+ Elastic Constants
+ Surface and Vacancy energies
+ Phonons
» Can include spin-polarization

+ Difficult to develop parameters for
ternary and higher systems

+ This an interpolation, not an
extrapolation: “Interesting” results
should be checked by first-
principles calculations and/or
experiment

20 May 2015 Computational Capabilies UMCP 13

What one can do then is using only a simple set
of parameters you can do your calculations at
the end points of a certain direction in the
Brillouin zone. The end points are very small
unit cells you can fit easily and then one can
interpolate between the endpoints. As a result
of the quantum mechanical symmetry, you
generally get good fits.

So if we are using tight-binding, and can
neglect transition metals, we are able to use an
spd basis set and therefore only have 9 bases
per atom, where compared to VASP we might
have 100 basis states per atom. Furthermore,
we can preserve the quantum mechanical
nature of the binding and if we’re lucky our
results will be transferable to structures we did
not fit.

Disadvantages of tight binding is that it is
difficult to develop, you must have a first
principles calculation. And fitting is very much

an art, not a science. Also interpolation is not guaranteed to yield correct results, for example if
you have two phases of ice, i.e. ice 2 and ice 9, you are not guaranteed to get ice 5 in the middle
as the bonding may differ. As a result one must be careful to check any assumptions.

NRL Tight-Binding

+ Derive an approximate Hamiltonian that can be fitted to first principles results
+ Express DFT Total Energy as a sum of shifted eigenvalues:
E=Z ¢+ F[nin) =g

+ Two-Center Non-Orthogonal Slater-Koster Parametrization:

Hopping: Hy, (R} =(a + b R + ¢ R2) exp(-»2 R)

Overlap: 5, (R) = (d+e R + fR?) exp(-x? R)
+ Onsite terms depend on the density of surrounding atorms:

Pia = Zjcp €XP(- Lp* R)

at) = 6, + P (Siap P1p™ +Hiwp Pip* + Uing pip?)
+ Single species calculation requires 93 parameters
+ Two species calculations require ~ 300 parameters (A-A, B-B, and A-B)
+ Fit these parameters to first-principles eigenvalues and total energies

20 May 2015 Camputatanal Capabiiies UMCP 14

So what we have done is parameterize the tight
binding scheme, so if you have two species you
will need 300 parameters, or on that order.
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1%

Then one would go through the first principles
calculations fitting the parameters, which
Dimitris was good at, and | would then identify
the bugs and we would repeat. Then from these
parameters we can calculate the equations of
state, magnetic moments if we have spin
polarization tight binding, surfaces, and many
more things which we can then publish.

This slide indicates which elements we have
successfully predicted material properties for,
and actually the slide is a little old and we have
added to it since. The nice thing is that for the
transition metals if you feed our model a couple
structures you can get most of the other
structures, at least in the right order. For
example manganese, which has a very
complicated crystal structure, we fit the FCC
and BCC crystal structures and we obtained a
Manganese structure which has 29 atoms per
unit cell and lo and behold we obtained the

ground state, which was quite impressive. Then we were able to show that the two elements
directly below Manganese, Technetium and Rhenium, are closely related to Manganese and have
the Manganese low lying structure, which actually comes out of first principles calculations.

Example: Phonon Spectrum of Copper

9 :
o a ]
7t }
E \ \ [
=4 AR I i
iF i .'..
' % 3, | I
| %
1+ 3
o L i L . .
000025050 075100 075 050 025 000 025

Mishin, Mehl,
Papaconstantopoulos,
\oter and Kress, Phys.
Rev. B 63 224106
(2001)

0.50

Comparable to EAM or LAPW results
= Good Elastic Constants and Bulk Modulus
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In addition one can calculate phonon spectra.
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TB Elastic Constants
DFT Elastic Constants TB Elastic Constants
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Cohen, Mehl, and Papaconstantopoulos, Phys. Rev. 50, 14694 (1994)
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Fracture in Silicon

+ Atomistic potentials make Si
ductile (red line) - must include
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We can also calculate elastic constants where
on the slide you can see that both our DFT and
tight binding predictions, for cubic materials,
match experiments quite well.

You can calculate surface energies. Here on the
slide we are calculating surface energies for
each face orientation and we can see that our
results closely match experiments for which
you generally can only obtain a single data
point. Furthermore, we did not fit anything on
surfaces for those.

In addition we can do fracture in silicon, which
is possible via first principles calculations but
often takes a large amount of time. But less
expensive methods using atomistic potentials
will not capture the bond breaking. In the study
shown on this slide we are using tight binding
near the crack location and atomistic potentials
away from it. Using this method you can obtain
the correct rate of energy release. This study
was conducted by Noam Bernstein roughly ten
years ago.
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Used TBMD code to
compute forces on 216
atom amaorphous silicon unit
cell

+ Direct calculation of the

dynamical matrix

+ Much better agreement with

experiment than using
Stillinger Weber

« Feldman ef al., Phys. Rev.

B 70, 165201 (2004)

Now working on 1024 atom
cell
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» Compute phonon frequencies as a function of volume in irreducible
Brillouin zone

+ Determine thermal expansion via quasiharmanic approximation
+ Good low temperature agreement with experiment [Karch et al., PRB

« Odd-gap Superconductor

+ Double-humped peaks on

« Johannes, et al.,

50, 17054 (1994)]
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Na,CoO, yH,0
Fit TB parameters for
Co0,
+ Na, only used as source
of electrons
+ H;O only used to
maintain lattice spacing
Determine susceptibility
from one-electron TB
spectrum

zone boundary indicates
nesting

Europhysics Letters 68,
433 (2004)
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We can also look at amorphous systems, where
recall my comment on interpolation on slide
13, however in amorphous silicon 99% of the
bonds are tetrahedral, they are just bonded to
the next atom at different angles. So we get a
very good agreement between our results and
experimental results for vibrational states and
density of states.

We can calculate thermodynamic properties
such as thermal expansion, where our results
deviate at high temperatures but at low
temperature are in good agreement because we
can obtain a full quantum mechanical quasi-
harmonic calculation.

If you are willing to do some work and
specialize to a very complicated system, such
as the one shown on the slide, once you fit your
parameters you can get a very good look at the
shape of the Fermi surface and susceptibility.
To do the fitting we required a large number of
k points. So in reality it was easier to fit
parameters and then we could query as many k
points as we wanted.
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Can even add f-states

* Hamiltonian size is
now 16Nx16N, but
still much smaller
than the first-
principles matrices

» Mote that we've fit
band structure, but
not the energy versus
volume curve
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Problems and Pitfalls

+» Technical problems: it is easy
to generate an unphysical fit,
difficult to detect it. Also
difficult to generate
transferable parameters.

should be the same as in
Cu-Cl.

» Distribution: Although codes
are approved for public

distribution, web pages do not oz

meet NRL security standards

+ Problems can be fixed, but
need manpower

Eark T0 & b = Aurumam

an ‘-'ﬁ\ Somewhat
. unphysical

o Cu parameters in Cu-Au ol
b

behavior

-----
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is an art and not a science.

We have also been working on adding f-bands
although the graphic displayed is not a very
good picture.

Now, there are some problems. As | mentioned
this is an art not a science, consider the
displayed graphic which was an early fit for
aluminum and you get a nice equilibrium
solution. As pressure is added we expect the
curve to diverge to infinity, however at some
point the parameters fail and we see unphysical
behavior. This is a result of one set of
parameters not being in the same form as
another set and they therefore do not cancel
each other out leading to a decrease in the curve
in the limit, again displaying these parameters

These codes have been approved for public distribution. However, to give you an idea of
one of the problems we face, | submitted this talk for security office approval April 17, and I got
the approval for this talk May 19". So everything we publish has to go through this massive
security apparatus. We used to have a nice set of web pages with useful technical information but
when we changed the security system at NRL they said we had to redo those web pages, meaning
we had to obtain the security approval number for a paper we published in 1996, which is out in
the literature and has been since 1996. The reason being that there might be PII (personally
identifiable information) issues. To which we respond all those people are still alive you could
merely ask them ... or they’re dead and no longer care. So those are some, among many, of the

bureaucratic issues.
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We would like to proceed with some
improvements to this code, which requires
manpower. We can relax some for the tight
binding approximations, such as including
some of the terms we had previously ignored
when considering the interactions of two atom
centered wavefunctions and potentials (slides
10-11). In fact my coauthor, Dimitris
Papaconstantopoulos, has recently published
another book for how to calculate these
interactions for specific cases. His previous

o 207s Ferputans Cepces e “ book had gone out of print and is only available
on amazon for several hundred dollars so he decided it was time to publish a new book.

Improvements

» Relax some of the tight-binding
approximations

» Fit something closer to the first-
principles calculations

* Should allow more transferable
parameters, especially for
binary and ternary systems

+ Some of the formalism is
worked out, but again needs
manpower

Relaxing these assumptions should allow for transferability. For example if you wanted to fit a
ternary system like lithium, potassium, and oxygen for a battery calculation you would have to go
through a multistep process. You’d have to determine your lithium parameters, your potassium
parameters, and your oxygen parameters, then you’d have to determine your lithium-potassium
parameters, your lithium-oxygen parameters, and your oxygen-potassium parameters. Then,
because you are only considering two atomic sites you would be done, however your results would
still not be very good yet.

So some of these issues can be remedied but this requires manpower.

Another aspect of the problem is how the code

i Code Availabilit . . . .
o Y can be made available to the public. Originally
when the CHSSI program was in operation we
+ Codes cleared and available for public release: H
oA Tignt bining Mg corle were able to release the code as it was
First principles energies and band sfructures => Tight-binding parameters 1 1
o st T onarey ovatuation omang p government Work', not subj'ect to c'opyrlght and
Elesirori situcure o orces,can be used fodetermine phonon had been freely discussed in the literature. For
& Molecular dynamics a while we were able to distribute publicly via
Thermodynamic properties atfinite temperatures _ .
» Documentation: a website where all that was required was some
# Some distributed with code . .
# Web-based documentation needs to be rewritten to satisfy NRL perSOHa| |nf0rmat|0n SO that USG Of the COde
formatting and security protocols .
+ Contact us for available codes and tight-binding parameter sets COUId be traCked- HOWGVGI', thIS eventua”y
stopped as software codes in the 1990°s were
20wy 2075 R E—— o classified as munitions and were thus subject to

export control. SO we eventually were able to
get past that but we no longer could provide the codes via webpage. Rather, | receive an e-mail
from someone requesting the code, about once or twice a month, and | send it to them. However,
due to the lack of a feedback mechanism there is no further communication with the end user.

So some documentation was distributed with the code. The web based documentation is
waiting for any industrious person to go out and track down all those references and get it through
security. However, anyone can contact us for the codes and the parameter sets.
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Improvements | would like to see is the
implementation of onsite potentials that are
better related to the crystal structure, this would

Improvements we'd like to see

» On-site potentials that are better related to the crystal structure

(partially implemented) alleviate the problem we observe of the
+ Overlap matrices that look like real overlap matrices oy .

.+ Addition of three-center terms parameter set failing at higher temperatures
« All of these require additional manpower (reca” the curve dlpplng back dOWﬂ

unphysically, in slide 25). In addition we need

to improve the overlap matrices (which relate

how all wavefunctions interact with all other

wavefunctions), which in principle we should

have but right now we do not because of the

20 2075 ol Capes S # way we are fitting, and this can lead to
problems at times. Finally I would also like to improve the three center terms | alluded to earlier.

All of these things require additional manpower, and this is one of my problems. | work at
NRL which the Navy calls the “Navy’s Corporate Laboratory”, this is meant to conjure images of
Bell Labs in the old days. What the Navy thinks of it as is a warfare center, where there are two
types of naval labs NRL and the warfare centers, which has implications for security information,
getting people access to the laboratory, and funding. As a result this puts restrictions on the number
of post-docs | can hire. | certainly can’t go out and get graduate students, Dimitris can but their
foreign national status severely restricts their access to the NRL facility. SO all of these factors
present significant challenges.

In addition getting funding from outside agencies is extremely difficult for NRL. NSF is a
non-starter completely, with DOE it depends on the project, NASA possibly if they have
something you’re interested in, and ONR is a possibility but the program must fit in with what
their project managers want to do. So we do get some funding from NRL but the issue is it is
allocated in five year chunks and they generally want your proposed project to be completed within
that span of time. If you require more time it becomes more difficult to receive funding. However,
this situation arises in the first place due to the lack of infrastructure (alluding to Dr. Klimeck’s
online infrastructure for code distribution) to make the work publicly available which would have
accelerated the work in turn. This lack of infrastructure is really one of the central disadvantages
of doing this type of work in the government as it severely hampers progress. Despite all this
people are, to my surprise, still interested in this work even after twenty years, and they still come
to us asking about doing these types of simulations.

So I will stop here and take questions. Thank you.
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Density Functional Theory and Related Modeling for Simulation of Wide Bandgap
Semiconductors

Dr. Neil Goldsman
Department of Electrical and Computer Engineering, University of Maryland
College Park, MD

Abstract

Wide bandgap semiconductors represent a next generation in the science, engineering, design and
fabrication of power electronic devices. However, these materials are difficult to process and
therefore often contain numerous defects. To investigate these electrical defects at the atomic level,
and how the material’s electrical properties depend on its basic atomic structure, we apply Density
Functional Theory (DFT) to SiC structures and their interfaces. DFT is a very powerful theoretical
tool that, when used appropriately, can provide the band structure and density of states, as well as
the effect of defects in the material on its electronic properties. DFT results can be used as input
to Monte Carlo transport simulations to directly relate electron transport to atomic structure. In
addition to using DFT to understand the atomic structures that give rise to defects, once we know
these structures, we can further use DFT to investigate mechanisms, processes and annealing
procedures that will eliminate these defects on the atomic level and thereby improve device
characteristics. A brief summary of Density Functional Theory as well as its application to wide
bandgap semiconductor materials and devices will be given.

Biography

Neil Goldsman is a professor in the Electrical and Computer
Engineering Department at the University of Maryland at College Park
where he directs Wide Bandgap Semiconductor Group and the
Semiconductor Simulation Laboratory. His recent work has focused
on high temperature electronics, UV detectors and semiconductor
modeling. He has served as both the conference chair and the
symposium chair of the International Semiconductor Device Research
Symposium. For the International Conference on Simulation of
Semiconductor Processes and Devices, Dr. Goldsman has served as
the program chair, and regularly serves on the technical committee.
His research has been sponsored by leading governmental and
industrial organizations. Dr. Goldsman is the co-recipient of the IEEE
Dasher Award; the NSF Research Initiation Award; the University of Maryland’s George
Corcoran, Invention the Year, and Business Plan Awards; and Cornell University’s Post
Foundation Scholarship. Goldsman has published more than two hundred peer-reviewed technical
papers, and supervised the design of over fifty integrated circuits. He has authored two
departmental educational texts in electronics. Dr. Goldsman received his Ph.D from Cornell
University with a major in Electrical Engineering and a minor in Applied Physics.
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(Slide 1)

Thank you. My name is Dev Ettisserry. | am a graduate student, working with Professor Neil
Goldsman at the ECE Department of UMD. | will be explaining how DFT could be used in
applications of concern to device physicist and electrical engineers.

(Slide 2)

Here is a brief overview of my talk. | begin with a brief introduction as to why we worry about
silicon-carbide electronics. Then, I will discuss a specific case study describing how DFT could
be used for high-temperature reliability issues in silicon-carbide MOSFETSs. Finally, I will talk
about specific details regarding the study of oxygen vacancy-related hole traps and how they
impact device reliability.

(Slide 3)

So, why do we worry about silicon carbide? Since it is a wide band gap semiconductor, it can be
used for high temperature and high power electronic applications. This is due to its wide band gap
structure and high thermal conductivity, high breakdown field, and its ability to grow native oxide.

What are the concerns in silicon carbide MOSFETS? First, we have a poor quality of interface. It
has many defects so it can lower channel mobility. Secondly, there is also poor reliability,
especially threshold voltage instability. Our goal of research in the community has been to
understand these mechanisms for this poor performance and to devise fabrication techniques to
mitigate those defects.

(Slide 4)

The main problem is the reliability of the silicon carbon MOSFET, the critical concern being the
high-temperature threshold voltage instability. Shown here are two graphs which measure the
threshold voltage shift as a function of stress temperature, one at room temperature and one at high
temperature. It can be seen that at high temperature, there is excessive aggravation of the threshold
voltage shift when the device is stressed beyond 10°-4 seconds. The cause of this excessive
aggravation is not known. One reason may be the activation of the original tracking centers.

(Slide 5)

The approach in our lab has been to start integrated modeling. Our idea is to use density functional
theory to come up with various properties of material systems, and use it with conventional
modeling techniques like rate equations or diffusion equations in order to arrive at a good
MOSFET. Once we identify various mechanisms that limit performance and reliability of these
MOSFETS, we would want to use DFT again to come up with sortable passivation processes using
techniques like molecular dynamics. This is our research approach about which I will elaborate on
in the next slides.

(Slide 6)

I will skip this slide because we have already had a previous talk that already covered this.
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(Slide 7)

Now, let me give a brief introduction as to how we calculate energy levels of defects with DFT.
We model this as a chemical reaction where you have an oxide band. This is an example to show
how a defect is formed inside an oxide, silicon dioxide specifically. So, you have an oxide band
and you add a defect. You charge the defect to get this as the reaction product, so you have a
carbon defect, an interstitial defect. The chemical reaction can be written like this. The feasibility
of this chemical reaction is calculated using formation energy. It is the energy of the product minus
energy of the reactant with these energies calculated using density function theory. The stability
of this defect in its various charge states is arrived at by writing formation level energy as a function
of Fermi level. In the case of a MOS system, what really determines the electrical activity of a
defect is the band gap alignment of the semiconductor-oxide. So, in short, those defects in the
oxide could be active in the MOSFET whose switched charge states when the Fermi level is within
the band gap of a substrate. So, this is a band gap alignment. This defect could be called as
electrically active because as the Fermi levels sweeps the band gap in response to an applied bias,
it could switch the charge state of the defect. It could affect the properties of the device.

(Slide 8)

We studied oxygen-related hole traps and 4H-SiC MOSFETSs. Here is our result. I will explain this
chart in a moment. The motivation behind studying oxygen vacancies was that recent years’
experiments showed signals from E-prime centers. To begin with, we have an oxygen vacancy
dimer structure here. Upon hole capture, this dimer converts into a positively charged dimer state.
We have found other energetically favorable configurations into which these dimers transform.
When the MOSFET is stressed under negative bias and temperature. We also calculated the
activation values for all of these transformations using Nudged Elastic Band method, using DFT.

Now let us discuss the electrical activity of these defects. We studied the electrical activity of these
defects using the method which I outlined in the previous slides. It turns out that the neutral dimer
state, shown by the red line here, has its charge transition level falling outside the silicon carbon
band gap. That really means that the neutral dimer isn’t going to be active inside the silicon carbide
MOSFET. However, as this configuration transforms into higher energy configurations under
negative bias and temperature stress, these higher energy configurations tend to be electrically
active because they have a charge transition which falls within the band gap. We arrived at the
conclusion that under negative bias and temperature stressing, there are certain oxygen vacancies
that are initially inactive, but the stress could activate them to form electrically active defects, and
that could be the reason that we get the sharp increase in threshold voltage shift.

(Slide 9)

In order to further validate this theory, we did a transient modeling of oxygen vacancy hole trap
activation. This is the same chart from the previous slide. | have shown all the activation barriers
from DFT. Then, we modelled the formation and loss of each of these configurations using the
simple Arrhenius model. We solved a couple of Arrhenius equations for each of these
configurations using the values we obtained from DFT. In short, we calculated the concentration
of positively charged defects over time. Then, we converted that accumulation of positive charge
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into voltage, and we filtered the threshold voltage shift versus stress duration or time. We obtained
fairly good agreement with the experimental result. This tunneling process was basically modelled
using Shockley-Read Hall tunneling model. In conclusion, the model explains high temperature
threshold voltage instability for silicon carbon MOSFETS. We accomplished that by unifying DFT
and conventional device modeling. We have also worked on combining DFT with drift diffusion
simulations to identify mobility limiting defects in silicon-carbide MOSFETS, but that’s a different
story. In short, oxygen vacancies are responsible for this high temperature effect that we see in
silicon carbide MOSFETS.

(Slide 10)
How can we passivate these defects?
(Slide 11)

Shown here is one case study. We ran a molecular dynamic simulation. This is where the oxygen
vacancy is located, in between these two silicon. We modeled an implantation of two fluorine
molecules. Towards the end of the simulation, this seems to be a stable configuration. It is clear
that fluorine basically passivates the dangling bonds of silicon vacancy. We also studied whether
certain complexes were electrically active or electrically inactive using the same technique. We
did not find any charge transition level within silicon carbide band gaps on these floating passivate
structures. The conclusion of the case study is that fluorine is a good passivate for getting rid of
oxygen vacancy effects and limitations in silicon carbide MOSFETS.

(Slide 12)

In summary, the general research approach in our group is to unify density functional theory with
conventional device modeling techniques. We have tried to solve some practical problems
encountered by devices, especially in the wide band gap industry. We attributed the high
temperature reliability effects observed silicon carbide MOSFETS to the activation of switching
electrically inactive oxygen vacancies to form electrically active defects under stress, over time.
We also concluded that fluorine could be a good passivating agent for getting rid of oxygen
vacancy-related effects.
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LAMMPS and classical molecular dynamics for materials modeling

Dr. Steve Plimpton
Sandia National Labs
Albuquerque, NM

Abstract

Classical molecular dynamics (MD) and LAMMPS occupy the middle ground in this symposium,
between quantum and the meso or continuum scales. | will try to highlight some of the reasons
MD as a method and LAMMPS as a software package have become popular tools for materials
modeling on high-performance computing (HPC) platforms. | will also discuss areas of active
research where many MD codes, including LAMMPS, are working to improve and extend. | will
illustrate with some recent successes we have had in developing quantum-accurate potentials and
coarse-graining to extend the length and time scales accessible to classical MD. | will also discuss
a challenge all materials modeling codes are facing, to adapt to the changing hardware landscape
in HPC, due to the end of Moore's Law.

Biography

Steve Plimpton is a staff member at Sandia National Laboratories, in
the Multiscale Science Dept of the Center for Computing Research.
He received his Ph.D. from Cornell University in 1989 in Applied &
Engineering Physics and has been at Sandia ever since. His work
involves developing and using scientific simulations designed for large
parallel machines, with an emphasis on creating efficient parallel
algorithms. LAMMPS is the most well-known code he works on, but
he is also a co-author of several open-source software packages which
he supports, SPPARKS (kinetic Monte Carlo), SPARTA (Direct
Simulation Monte Carlo), ChemCell (stochastic particle modeling of
biological cells), and MR-MPI (MapReduce on top of MPI); see
www.sandia.gov/~sjplimp for details.
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LAMMPS and classical molecular dynamics for
materials modeling

Steve Plimpton
Sandia National Laboratories

CECD/ME Symposium on Computation-Enabled Materials
May 2015 - University of Maryland

Classical molecular dynamics (MD) in the middle

RN HEALTH

Flawed gene blamed for MD

Why is molecular dynamics widely used?

@ Rapid increases in compute power
» new machines continually extend length and timescales
@ Highly parallel

e scales as O(N/P) for enough atoms,/ processor
o 90% efficient on millions of cores
© Good match to HPC and new architectures
o all MD codes working to leverage GPUs
o hopefully will be the same with Intel Phi

@ Becoming more and more accurate for variety of materials

All right, thanks Peter and other organizers for
setting up this symposium and inviting me to
come. | said in my abstract that I think classical
molecular dynamics (MD) is kind of in the
middle ground for the symposium between the
quantum methods we heard about this morning
and continuum scale methods on the schedule
this afternoon. Sometimes that middle ground
is kind of a no-man's-land. Quantum people
think we are too empirical (I like the earlier
joke about "no principles™), but the continuum
people think that we are still too small scale and
can't address the time scales they are really
interested in. So thinking about that, plus the
fact that I've come here to UMD to visit, I’ll
show a newspaper headline | saw many years
ago (audience laughter). For those of you from
Maryland, | apologize. The article is not about
Maryland or molecular dynamics, it's actually
about muscular dystrophy. But my quantum
and continuum friends think this headline
might explain why | choose to work in the
middle ground.

To address some of the themes for the
workshop, | tried to first think about this
question: why has molecular dynamics or
classical MD been so popular over the last few
years? And I've come up with four reasons.
First, it's really a method that can take
advantage of the increasing speed of computers
that have increased so dramatically over the last
30 years, especially as parallel computing has
become so popular. That means whenever an
institution gets a new machine that's faster and
better than the last one, you can typically do a

bigger and longer simulation and do some new science, get a new paper. So people are always
keen to do that. The second reason is that MD is a very parallel simulation method. The majority
of the computation involves short-range forces, so that means it scales very nicely to big problems
on big machines. So long as you have enough atoms per processor it scales linearly with N, the
number of atoms, and inversely with P, the number of processors. So you can run big MD problems
now on millions of cores and get 90% efficiency if your problem is big enough. The third reason

87



is that MD is good match to all the new chip architectures that are becoming common in High
Performance Computing; all MD codes are trying to take advantage of them. For example, the
kernels in MD codes are generally well suited to running on GPUs and hopefully soon on the Intel
Phi. Finally, and perhaps most importantly in a scientific sense, is that the materials modeling in
theory community has been very creative over the last few decades in developing better and better
models, more and more accurate interatomic potentials to use with a variety of materials within
the classical MD context.

_ _ I'll illustrate that last point with a movie
CGl modeling advances by Pixar
analogy. Hopefully all of you have seen some

M of these movies, do you remember the

company responsible for them? Pixar . So Pixar

is obviously successful with all their movies

FHEERE T (m) B e, because they tell good stories. But if you think
vegetation hair water in a CGI (Computer Generated Image) sense,
they are also very good at developing new
models and algorithms that allow them to
model new materials in a convincing way. I've
R Rewila(ION  WAIEE (005 listed here new capabilities that at the time

painted surfaces food rust & decay were cutting edge in terms of the kinds of
things they could animate and model successfully. So they have been able to develop new methods
and new models as time has gone by to leverage new computers. | saw a discussion where
somebody asked some Pixar people if it took them, say 10 years ago, a certain amount of time to
render the images in their movie, if they now make their movies a lot quicker with faster
computers. And they said no, actually if it took one hour to render a single image in one of their
movies 10 years ago, today, it still takes one hour to render each image. That's because they aren't
using faster computers to model old models more quickly, they are using faster computers to

develop more complex models and put more complexity in each scene to do things more
accurately.

, : . e . And | think there is an analog to that in classical
Moore's Law for interatomic potentials (force fields) MD. at least for materials modeling in terms of

what has happened over time. Here is some
data to support that. Each point in the plot

] stands for an interatomic potential, or force
R field, suitable for a particular class of materials.
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published as a method. These are all
implemented in our LAMMPS code so we can

: make a fair comparison of their relative costs.
1099501990 3600 3010 The Y axis is the cost per atom per timestep to
Year Published do a simulation with that particular model. The

solid line here is meant to be a Moore's Law kind of doubling in cost every two years. So you can
see it does not quite track that, but there have been dramatic increases, several orders of magnitude,
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in the complexity of the potentials people are using. Again, people are using faster computers to
run simulations based on expensive force fields like ReaxFF, COMB and so on. Not only to just
run simpler models like Stillinger-Weber or EAM more quickly, although some people do that as
well. I'll note that potentials on the left side of the figure are simpler pair-wise or many-body
potentials, while potentials like MEAM and REBO are more complex bond-order potentials, and
models like COMB and GAP are many-body plus reactive potentials.

Ok, so let me say a few words about LAMMPS.
source, C++ code. We've tried to make it have

Large-scale Atomic/Molecular Massively Parallel Simulator

http:/ /lammps.sandia.gov one foot in each of three camps for different
o Open source, portable C++ classes of materials. Soft matter could be
T biomolecular systems, polymers or liquids.
° Solid state systems require different kinds of
o _ _ potentials with different features and options in
@ Particle simulator at varying length and time scales

electrons = atomistic = coarse-grained = continuum a Code to mOdeI Correctly. And there are a
™ Spalial-(lecorr.lr.;o:tition of simulation_d_onrain.for parallelism Variety Of mesoscale tO Continuum mOdeIS in

e MD, non-equilibrium MD, energy minimization . . . .
o OpenMP and GPU and Phi enhanced the code, which still essentially a collection of
@ Can be coupled to other scales: QM, kMC, FE, CFD, ... interacting particles which represent materials

at different scales. These models cross a wide
range of length scales. There are models, which I think quantum people won't like, which model
electrons as individual particles with a variable radius that is meant to capture the wave function.
And there are all-atom models which people are most familiar with. The various coarse-grained
methods and continuum methods go all the way to macroscopic length scales. For example, this
image is from a peridynamics model which is like a meshless continuum method to model fracture
of various kinds of systems. Only particles are used, no finite element mesh. Spatial decomposition
of the simulation domain is what LAMMPS exploits for parallel execution. I'll come back to some
of these final bullets later in the talk to describe things we've tried to do with LAMMPS.

o G AT TR, e e So | though I would say a little about how
LAMMPS came about in the context of some
lessons learned along the way. The first version

@ First version in 1995

+ Fortran. closed-source was about 20 years ago, and it was actually at
e P M the time when DOE was eager to collaborate
'« only 100 lcenses (user) in 9 years with industry. We had a CRADA, or cooperate

® Open-source release in 2004 research and development agreement, with
» redesigned and rewritten in C++ . . -
s GPL, %vorking on LGPL {companies prefer it} thl’ee CompanIeS WhO were Interested In
» 100s of downloads in first few month: . -

o Revent ueage atare developing a parallel MD code. So Sandia and
= 20005 of acive users (mal I, citing papers LLNL received money from DOE to work on

o Funding: will discuss at end this and the industrial partners put up their own

matching funds. That resulted in a closed-
source, Fortran code. The companies did not mind if we gave it away for free but they wanted
legal protections and so users had to sign some license forms if they wanted to use it. That ended
up limiting us to about 100 users in 9 years. And that was because if people made the mistake of
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showing that license form to their lawyers, it would really slow down the process. So 10 years
later, around 2004, we wanted to make the code more flexible and rewrote it in C++, so that we
could do some new things with the code. At that point we got permission from the companies to
release it open-source. So we did that and within the first couple of months afterward we had
hundreds of downloads and users. So that was the first lesson we learned, Anny barrier, even if it
is having to click and filling out a website form or signing some piece of paper, can actually be a
big barrier if you really want to give the code out freely. The more open and easier you can make
it for people to get their own copy, the better. We also made the decision to license the code as
GPL. Now we wish we'd done it LGPL because companies prefer that if they are interested in
developing and distributing their own proprietary software that works with or wraps a code like
LAMMPS.

_ Ok, so let me talk about the lessons we have
Why is LAMMPS popular (with users) learned over the 10 years as an open-source

code. It will sound like we knew all these things

These are really “lessons learned” over past 10 years

© Wide variety of potentials advance or were pretty smart 10 years ago, but
' clecrons 1o alatom 1o comse.gtaind to meso/continuum these are really things we learned along the
@ Instant upgrades way, sometimes by hard experience and so
e we don’t do periodic “releases” N
e all bug fi:r.eesf&' new features are posted immediately weve adapted the COde as we Went along to
@ tarballs and patches, SVN, Gi - ..
= 1500 patches in 10+ years (one every 2-3 days) meet these standards and goals. | will divide
@ Support _ _ this into two categories. First is what people
s don't rele‘_\sr-_\_ anyrh}lng unles_s added to doc pages . .
e like about LAMMPS from a user perspective
: ‘:llscrl:OqezzlSf[;fdI::::r;;‘:rsf.mlliir‘sr(til]n'\trlolhh:‘el\ﬁorr bugs! and then from a‘ developer perspeCtI-Ve These
o bottom line: lowest-common denominator for users is low! are the three |tems for users. F”"St IS that we

have tried to provide wide range of potentials
so that people can learn our code and how to do things in LAMMPS and can then apply what
they've learned to lots of research areas and research topics. We have on the order of 100+ models
for different materials, which includes the models at various length scales | talked about earlier.
A second idea is that we do not do versions or periodic releases, we simply do instant upgrades
and put the latest version on the web. That means whenever we fix a bug or finish a new feature,
we just post it immediately. So from our perspective, the current version is the only thing we think
about. A user can download tarballs and apply patches, or use SVN or Git and keep up with the
code. | did a little count on the patch pages, in the last 10 years, we have released about 1500 bugs
fixes or new features in this manner, which is about one patch every 2 or 3 days. | think users like
not having to wait for periodic releases. The last idea is that people do like some level of support
to make their user experience more pleasant. Part of that is the documentation; we don’t release
anything until it has been documented, so there is no lag between what is in the code and what is
in the documentation. We also have an active mail list where we try to provide quick answers to
questions, and that results in an archive of Qs and As that users can search to get help.
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: . _ Now let's switch to the developer perspective.
Two ideas here. The first is pthatpoverz)r time

we've tried to make our code as easy to extend
as possible because there are always people,

© Easy to extend via modular design

o 00% of co[(llc bascf = A{fi.dlc;nlfcarn’res due 1;9.00-(:.csign . eSDECia”y Wlth CIaSSlcaI MD that Want to do

o easy to add new force field, boundary condition, diagnostic, etc .

° ]UD-—Icode conj't.:.ihljlmrsl[l.Jsers like their codt: rele}aseclr} thlngs your Code does not do. SO for people

@ users have modined cCode In ways Wwe never t Toug| 1t of - -

who know programming we try to make it easy

® Easy to hook to other codes o for them to adapt the code. That's done through

e can build LAMMPS as a library, script via Python . . ; R . .

° |em}b|ﬁ| easlier chdE co.upling.. mlllti|)]|1)fsi|cs.h;nDu|[iS{.'.nle ObJeCt orientation In C++ Baslca”y |f you

o higher-level code can instantiate multiple regions . . .

o users have created hybrid models we never thought of erte a new derlved CIaSS that Imp|ementS the

new feature, you just put the couple of files into

the source directory and re-compile. About
90%-95% of the code base is these kind of add-on features, every force field, every boundary
condition, every diagnostic computation is an add-on. This has allowed creative modelers to
modify the code in ways we never thought of. The second idea is that we have tried to make it as
easy as possible to hook LAMMPS to other codes in a multiscale or multiphysics sense. The way
we do that is allowing LAMMPS to be built as a library with a C-style interface that makes it easy
to call from other languages or to script from Python. A higher level code, like a continuum code,
can thus instantiate different regions of MD within its simulation domain and run multiple
LAMMPS simulations if it wants to. And again, users have leveraged this idea to create hybrid
models which we never thought about.

Now let me address three challenges. Most of
Three challenges ) .
these issues apply more broadly than to just
classical MD and LAMMPS. The first is a
technical or science challenge, and that is the

©® Go beyond science = engineering relevance

to compute and predict materials properties of interest goal Of gO|ng beyond jUSt d0|ng a new SCienCG

:?ﬂir;:-(g(r::;it:gp.ruge(::tl;lil length/time scales prObIem and ertlng a paper tO belng able to

e P campiing perform calculations that really have an impact

@ Changing hardware landscape for HPC in What I'm Ca”'ng an engineering relevance
o Optimizations for many-core, GPUs, Phi, etc .

© Funding sense. Meaning you can actually compute and

o New capabilities vs maintenance & support pI'EdiCt properties Of mater|a|8 at the SCa|e

engineers care about, for example trying to

design some new material with some new
properties. So there are at least four aspects underneath that, where I think, not only LAMMPS,
but all MD codes are trying to extend their capabilities. One is to have more accurate potentials.
Second is coarse-graining to get you to higher length and time scales, trying to approach the scales
that engineers care about. Third is simulating in a multiscale context where MD is just one part of
a bigger work flow. I will talk about these three points with a couple of slides, with examples of
things we are working on. I won't talk about the fourth idea, accelerated time and sampling, though
its also an important idea that MD codes are pursuing. The second point is what Robert talked
about this morning, how you take an established code like LAMMPS and try to adapt it to the
changing hardware landscape that is happening in HPC because of Moore's Law. | will talk at the
end about some techniques and libraries we're trying to use to do those optimizations in as painless
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a way as possible. The third point is about funding challenges, which are basically the tension
between trying to get funding for new capabilities versus maintenance and support for an existing
code.

Quantum-accuracy with empirical potentials? This is the first technical challenge, which is
can you use empirical potentials to get near

@ GAP = Gaussian approximation potentials quantum'accuracy in an MD SlmUIatlon at |eaSt

e Gabor Csanyi, Albert Bartok-Partay (U Cambridge) -
« SNAP — spectral neighbor analysis potentials in some context. There have been couple of
o Aidan Thompson and collaborators (Sandia) recent developments on thls Wthh | thlnk
@ Aim for quantum-level accuracy in some cases: A A . .
o interpolate to ab initio potential energy surface . started with the Gaussian Appr0X|mat|0n
e Gaussian process: high-dimensional interpolation technique . . .
° tminecl. on ;jEI of QM -i|°2)fﬁ\:|l]m-tio"5' Tnerg;’. forces POtent|a|S (GAP) from Unlverslty Of
@ EXpENnsIvVe, put cost st in number of atoms -
= E Cambridge a few years ago. And my colleague,
! j j |t e Reduces errors relative o DFT Aidan Thompson from Sandia has done some
¥ e T oy (1 L 08 002 recent work to improve the computational
- speed and accuracy of the method with

@ Qur interest: semiconductors & metals like InP, Ta, Be

potentials he calls SNAP for Spectral Neighbor
Analysis Potential. In both cases, the idea is to use a database of pre-calculated DFT results. So
for a bunch of DFT simulations, we have different conformations of small groups of atoms, where
the total energy and forces on each atom are known. You put that information in a database and
then when you run your MD simulation, for each atom, you take its local environment or
neighboring atoms, and you lookup that conformation in the database. Since the exact
conformation isn't there, you need to interpolate the force on the atoms from nearby conformations.
That requires a high-dimensional interpolation technique and an ability to represent these
conformations of an atom with its neighbors in a way that allows you to find nearby conformations.
All of this is relatively expensive compared to simpler empirical potentials, but still much, much
cheaper than DFT calculations. An important point is the computational cost is still linear in the
number of atoms, so that you can actually use this kind of potential for systems with millions of
atoms. The figures shown here are from the original GAP paper. The Y axis is the relative errors
of forces in a MD simulation compared to the "gold" standard DFT calculation. The X axis is the
magnitude of force on each atom. The figures on the first row are MD simulations using some
common empirical potentials like Tersoff and REBO for carbon and silicon. You can see that the
errors relative to DFT are large, and grow larger with the magnitude of the force. The lower plots
are for their quantum-fitted GAP potentials for the same elements, and now the errors versus
quantum forces are small and don't grow with the magnitude of the force. So for these systems,
you can think of this as a quantum-accurate potentials.
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Success with SNAP potential for Tantalum

Energy barrier for screw dislocation migration in bee Ta

— oFT
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o DAKOTA optimization package to fit in iterative fashion
e Thompson, et al, J Comp Phys, 285, p 316-330 (2015).

Here is a recent success for Aidan's SNAP
potential formulation for Ta. This is a plot of
the energy barrier for screw dislocation
migration in bce Ta, which is a key mechanism
in plastic deformation of the material. You can
see that a couple of commonly used empirical
potentials like EAM and ADP are very poor at
capturing that barrier, in fact the top of the
barrier is actually a local minimum. But SNAP
is able, for the first time for an empirical
potential to get DFT levels of accuracy for the
transition of a dislocation over that barrier. The

paper listed at the bottom has more details. The fitting process with SNAP uses an optimization
package developed at Sandia, which is called DAKOTA. It's good at taking the quantum database,
and performing a fit to get a SNAP potential that can be used in LAMMPS. Then an MD simulation
is run and you take MD snapshots and see where the errors are large compared to DFT. Then you
can use that info to setup and perform more DFT simulation to add conformations to your database.
So you can iterate on that procedure to get a more and more accurate SNAP potentials, that covers

a broader range of atomic conformational space.

Coarse graining to extend length & time scales

CRADA with companies interested in solvated nanoparticles

Spherical vs aspherical, bare vs coated, polydisperse,
agglomeration, response to shear, ...

Now let me talk about the second technical
challenge, coarse-graining to extend length and
time scales. We recently had a CRADA, or
cooperative  research and  development
agreement with 3 companies interested in
processing solvated nanoparticles. The idea is
you take nanoparticles and put them into a fluid
and then coat them over a surface and then
evaporate the solvent to leave particles in some
ordered or self-assembled state of interests.
This cartoon represents what we're trying to
simulate for the different kinds of nanoparticles
of interest. It's really a zoo of particles with

different sizes, different shapes, they can be coated with short polymer chains to inhibit
aggregation. We want to be able to measure diffusivities and shear viscosities of that mixture fluid
as it coats over a surface, and at the end the evaporation process as well, where solvent is removed.
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So in a modeling sense, that means is that you
equence of coarse-grained models .

want to go from atomic scale to meso or even
continuum scales, as shown in this diagram. At
the atomic scale, in an all-atom MD simulation,
we can only model a couple or few
nanoparticles. But that allows you to
parameterize forces between particles as a
function of separation distance. You can use
that information to develop coarse-grained
models for both the nanoparticles and the
solvent, which I'll highlight on the next slide.
And you can work your way up to systems
where the particle size is 10s or 100s of microns, really a colloidal scale, where now the solvent
can be represented implicitly or as in a CFD sense as a continuum fluid. So that is a span of many
orders of magnitude in length and time scales.

I won't talk about the details here, but these are

Coarse-graining of nanoparticles and solvent the kind of ideas we try to exploit in an MD
Integrated LJ potential over NP volume: Everaers (PRE 2003) COde to formUIate a Coarse-gra!ned mOd?I' If
you want to treat a big nanoparticle as a single

nsec

nm 10 100 um 10 100
Particle Size

] . -
- . re 2yt

@ 8 Fhamsgnn ' particle, which is effectively a collection of
= el e smaller particles, you can do a pre-computation
@“' P step to essentially sum the pairwise interactions
‘ o over all the small particles, integrating over the
SRD = stochastic rotation dynamics for sclvent, then FLD: R . .
Padding (PRL 04), Kumar and Higdon, (PRE 2010) two volumes of the big particles. That gives

Catee you an analytic expression for the collective
QO g interaction between two big single particles. Its
= a complex formula but it's still cheap to
evaluate in an MD code. Likewise you can
coarse-grain in various manners. The SRD model shown here ignores the interactions between
solvent particles and just moves them ballistically. They bounce off the large nanoparticles and
impart force and torque to them. The background solvent can be given an effective viscosity by
performing a rotation operation shown in the diagram on the right. The solvent particles are
binned, the net velocity of particles in each bin is subtracted out, and the remaining velocities are
rotated in a random manner before the net velocity is added back in. This kind of model turns out
to orders of magnitude cheaper than computing all the nano particle-solvent and solvent-solvent
interactions.
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Diffusion across time scales and volume fractions
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Bolintineanu, et al, Comp Particle Mechanics, 1, 321-356 (2014).

Here's an example of how this approach can be
effective. This figure plots the diffusion rate of
nanoparticles in solvent across a cascade of
length scales with different methods. The
different curves are for different volume
fractions of nanoparticles from dilute to pretty
dense. Experimentally, they can only measure
this plateau region on the right side of each
curve, where nanoparticles escape the cage of
their near neighbors and move over long
distances. We were able to compare this plot
to an experimental system for 1 micron

polystyrene spheres in water, where the diffusive time scale of interest is on the order of seconds.
The x-axis here is in dimensionless time, but at the right-hand side it corresponds to seconds for
this system. So by coarse-graining we were able to have the MD code model micron-size particles
for second of real time, and get diffusivities that matches experiment reasonably well.

Multiscale & multiphysics via coupling to other codes

T "3° F & #Fra

e
Lamaps | FE LAMMPS FE| | LAMMPS QUANTUM |

Couple MD to QM, kMC, FE ...

The last technical challenge was running
multiscale and multiphysics models by
coupling MD to other codes. The diagrams at
the top show how that can be done in different
ways in a software sense. As I said, we enable
use of LAMMPS as a library to make this
possible. So you may have a finite element
code calling the MD code or vice versa. You
may write some umbrella code or Python script
over the top that calls the two codes one after
the other. The pictures are some examples of
users doing this to hook to kinetic Monte Carlo
modeling of green growth, or to various finite
element calculations for heat transfer,

momentum transfer in the context and stress-strain deformation calculations. And a air jet mixing
simulation a LAMMPS model of granular particles was coupled with a CFD solver.
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. : And here is the fun movie | promised, an
A think-outside-the-box example ... X .
example of somebody using coupling to do

LlGthl;lllT[SFpack.agelexMten;ion tlo L-‘\'FMT\-";PFS for gr}.‘mlul.'lr |1I10dt:'|s and Something OUtSide-the-bOX. They use
unctional Mock-up Interface) for mesh dynamics . . . .

LIGGGHTS by C Kloss (DCS Computing) LAMMPS with extensions in this LIGGGHTS
Wheelloader model by C Schubert & T Dresden (Dresden Tech U) . . .
Simulation by C. Richter & A. Katterfeld (U Magdeburg OV Guericke) package fOI’ granular InteraCtlonS, tO mOdel thls

pile of rocks interacting with each other. And

OFEE o= they have a Functional Mock-up Interface
n HED A (FMI) for mesh dynamics to model the little
AN A bulldozer. So they can model it as shown in this
i:!% |ii __‘f‘ movie. The particles are colored by their

" o] Kinetic energy. So I do not really know what

these results mean (audience laughter), but it is
definitely an engineering scale simulation so we’re happy LAMMPS can be used for something
that is truly at the macroscale.

Ok, so let me say something finally about the
challenge of preparing codes like LAMMPS to

take advantage of new kinds of accelerated

o Kokkos = programming model in development at Sandia

@ hope to minimize impact of new chip designs on applications hardware- What we are trying tO dO |S tO
el com) olde leverage a software tool developed at Sandia
@ Goal: write application kernels only once, . .
run them efficiently on variety of hardware not JUSt for MD but for a Va“ety of other codes
Two maj I I ] . . '
® 7@ Dato access sbotraction via Kokkos arrays as well, which is called Kokkos. It's really a
U Xeon P o each davice programming model that is trying to minimize

@ Parallel dispatch of small chunks of work
e auto-mapped onto back-end languages

impact of new chip designs on existing codes.

o Key task for ac[nl;:l)i:‘ll::i)&::nir:t:::rite MD kernels so they: The goal is that you can write yof” applicati(?n

: ﬁu::r;:zk;;sf_i:;nff.lgzLwizll-:r:it-;nsdt'ircellrlls:ad-safe kernels once, and the Kokkos interface will

o but LAMMPS has ~1000 kernels convert that code to a format that runs natively

on GPUs or via OpenMP on multi-core chips,

or on the Intel Phi. So it's trying to insulate the application code from the different kinds of

accelerator hardware, including future hardware designs that might come along. Kokkos does that

in two ways. The first is that it defines multidimensional Kokkos arrays which the application

uses in the same way, no matter what accelerator hardware is being targeted. On the back end,

those arrays may be laid out in different ways for different hardware. Say take a 2D array, it might

work optimally in column order on GPUs but in row order on a many-core Phi which will optimize

the performance of accessing the array on different devices. The second idea, is that you need to

break up your code into small chunks of work that can be parallelized at a fine-grain level. So

Kokkos provides a parallel dispatch syntax where you define the chunks of work and then Kokkos

maps them onto back-end languages like CUDA, OpenMPI and so forth on to make them run well

on different kinds of hardware. So that all sounds great, but from the application perspective, like

LAMMPS, it means have to rewrite our MD kernels in this Kokkos style. That means we have to

use Kokkos-compatible data structures, we have to identify and isolate the fine granularity of

parallelism. And unfortunately for a code the size of LAMMPS, we have on the order of a 1000
kernels, so its not a quick or simple task.
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Kokkos performance for Lennard-Jones pairwise kernel il S_hOW you JUSt_ oqe pIOt of what this can
provide for the pairwise Lennard-Jones kernel

One-node performance : which is part of many force fields. These are
dual 8-core Intel Sandy Bridge Xeon CPUs . .
two NVIDIA Kepler GPUs performance curves on a single node with 16

CPUs and 2 GPUs for performance measured

in millions of atom moves per timestep per
E | CPU second as a function of the number of
BB atoms simulated. The lower band of curves are
using all 16 CPUs, and essentially have perfect
scalability. The flat lines are performance
independent of the number of atoms as the
model size increases. And you can see Kokkos
is giving performance competitive with MPI and Intel optimized code. These three higher curves
used the GPUs. We had previous packages in LAMMPS that could use GPUs in different ways.
You can see Kokkos actually outperformance those, at least for large problems. The overall speed-
up over all the CPU cores is about 3 or 4x for the larger problem sizes. Again, the real benefit
here is that you can write the same code in the application and compile either for the GPUs or
CPUs, you get the same kernels running on both efficiently.

. So this is my last slide, about funding issues.
Funding . . .
One observation is that nobody will fund you

to refactor a code, maintain a website, or

Shannon single-node double precision

e CFU
apT

13| e INTEL

&8 USER.OMP

e No one funds you to refactor a code, support users, write

documentation, or maintain a web site support users. | think that has been true for us
e s e b 20 at least within DOE or Sandia. But Europe

® You get funded U::L:Litvtff.ff?:f;lfc-fp::fi'.ig-'-'g capabilities seems different, they seem to provide more
o Funding for LAMMPS is short-term and fragmented: basic support for codes over longer periods of
o i oot of et b sl time. And | think the biomolecular MD field,

« Mo deviopert e oot as opposed to materials, is kind of like that as
+ always working on multiple (unrelated) projects well which provides longer-term support for

* ard to lan stoatsgially institutions to maintain a code. What we do get

funded for is new science and new modeling
methodologies. So that means we can kind of work on other code tasks in our "spare time" once
we're funded. It also means that LAMMPS funding is often short-term and fragmented. A typical
project might run 3 years, and often we get funded in partnership with other people where there is
a portion for MD work. That can be in support of experiments or some other larger modeling
strategies. So we've had dozens of such projects over the code lifetime. That means from a
developer standing point, we can also feel fragmented. We are often working on two or three
different projects, some of which may or may not be directly related to MD or to LAMMPS. That
makes it a little hard for us to think about the long-term or plan strategically.
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Thanks and Links

o LAMMPS: http://lammps.sandia.gov

e Funding:
s« DOE (BES,BER), Sandia (ASC,LDRD)
@ NINE {university), CRADA with Corning, 3M, BASF

e Joint work with:
o LAMMPS: Aidan Thompson, Paul Crozier, Stan Moore,
Ray Shan, Axel Kohlmeyer (Temple U)
o Kokkos: Carter Edwards & Christian Trott

e Two papers with more info:
e 5. J Plimpton and A. P. Thompson, "Computational Aspects
of Many-body Potentials”, MRS Bulletin, 37, 5613-521 (2012).
e 5. 1 Plimpton and J. D. Gale, "Developing community codes
for materials medeling”, Current Opinion in Solid State and
Materials Science, 17, 271276 (2013).

Ok, so I'll close with some thanks. These are
places we've gotten funding for LAMMPS over
the years. And these are LAMMPS developers
I work with and have presented some of their
work here. The first paper is about many-body
potentials in LAMMPS for materials modeling.
| also wrote a paper with Julian Gale discussing
some community codes and the pros and cons
of being part of a community effort. That paper
covers some of the ideas | presented today in
more detail.
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Computation-enabled Materials Discovery: Addressing Grand Challenges in
Energy Storage and Materials Design

Dr. Teng Li
Department of Mechanical Engineering, University of Maryland
College Park, MD

Abstract

In this talk, | plan to demonstrate two case studies of computation-enabled materials discovery
using molecular dynamics modeling. The first case is graphene origami enabled high density
hydrogen storage. The malleable nature of atomically thin graphene makes it a potential candidate
material for nanoscale origami. Enthusiasm aside, the success of graphene origami hinges upon
precise and facile control of graphene morphology, which still remains as a significant challenge.
Inspired by recent progresses on functionalization and patterning of graphene, we demonstrate
hydrogenation assisted graphene origami (HAGO), a feasible and robust approach to enabling the
formation of unconventional carbon nanostructures. For example, we show controllable and
reversible opening and closing of HAGO-enabled graphene nanocage, a mechanism that is crucial
to achieve molecular mass uptake, storage and release. We further demonstrate HAGO-enabled
high-density hydrogen storage with a weighted percentage of 9.7%, exceeding the US Department
of Energy target of 5.5% for the year 2017 and the ultimate goal of 7.5%.

The second case is designing materials that are both strong and tough using wood fibers. The quest
for both strength and toughness is perpetual in advanced material design; unfortunately, these two
mechanical properties are generally mutually exclusive. So far there exists only limited success of
attaining both strength and toughness, which often needs material-specific, complicated or
expensive synthesis processes and thus can hardly be applicable to other materials. A general
mechanism to address the conflict between strength and toughness still remains elusive. Here we
report a first-of-its-kind study of the dependence of strength and toughness of cellulose nanopaper
on the size of the constituent cellulose fibers. Surprisingly, we find that both the strength and
toughness of cellulose nanopaper increase simultaneously (40 & 130 times, respectively) as the
size of the constituent cellulose fibers decreases (from a diameter of 27 microns to 10 nanometers),
revealing an anomalous but highly desirable scaling law of the mechanical properties of cellulose
nanopaper: The smaller, the stronger AND the tougher.
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Biography

Teng Li received his Ph.D. degree in Engineering Science from
Harvard University in 2006 (advised by Zhigang Suo), after earlier
study in Princeton University (advised by Anthony G. Evans) and
Tsinghua University (advised by Wei Yang). He is currently an
Associate Professor of Mechanical Engineering and the Keystone
Professor in the Clark School of Engineering at UMD. He is also an
affiliated faculty of Maryland NanoCenter and University of
Maryland Energy Research Center. His research interests include
mechanics of flexible electronics and nanoelectronics, mechanics of
low dimensional carbon nanomaterials, and mechanics of energy
systems. Among his awards includes US National Committee of
Theoretical and Applied Mechanics Fellowship in 2012, E. Robert Kent Outstanding Teaching
Award in 2012, University of Maryland GRB Research Award in 2009 and RASA Research
Award in 2014, Ralph E. Powe Jr. Faculty Award in 2007. He has been a member of the Technical
Committee of Integrated Structures in ASME Applied Mechanics Division since 2006 and served
as the Chair of the Committee during 2008-2012. He currently serves as an Associate Editor of
Extreme Mechanics Letters and a member of the Editorial Board of International Journal of
Computational Materials Science and Engineering. He is the co-founder (with Zhigang Suo) of
iMechanica.org, the world’s largest online community of mechanics with ~78,000 registered users
as of May 2015.
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Case Study 1

Graphene Origami Enabled
Unconventional Carbon Nanostructures

Teng Li. University of Maryland | LiT@umdedu | LiTumdedu 3

As one of the thousands of users of LAMMPS,
my goal here in the next 15 minutes is to give
you two cases where we have been using
LAMMPS for computation-enabled materials
discovery. One is on energy storage and the
other is on material design.

So a few words on what we are doing in my
group. My training background is in solid
mechanics and material science. We are
particularly interested in using multiscale
simulation strategies going from atomistic to
coarse-grain to continuum along the interfaces
between mechanics and different fields: with
electronics, we work on flexible electronics and
stretchable electronics of interfaces; with
physics, we look into the low dimensional
materials  like  2-D  crystals;  with
electrochemistry of the energy systems and also
the soft materials along with bio-inspired

In this talk I will go over two examples among
these research fronts.

The first one is Graphene Origami Enabled
Unconventional Carbon Nanostructures.
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Graphene: Two-dimensional Carbon

Carbon atoms d b lattice

ly packed in h

Kovoselow, et ol Nof. Mafer., 2007
Building block of carbon family

L]

Carbon nanotube Graphite

“Buckyball”

Conventional Carbon Nanostructures/materials
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Graphene is a two-dimensional carbon
material, densely packed in honeycomb lattice.
It is a building block of the carbon family. The
experimental discovery of graphene led to the
Nobel Prize in physics in 2010. And it is one of
the candidate materials which hopefully can
replace silicon in the near future to allow us to
have better performance because it remains
stable down to the six-atom realm.

If you cut graphene into certain shapes, it can
form the buckyball. If you cut it into a
rectangular sheet and bond it covalently, it

forms the carbon nanotube. And if you stack it up, that is graphite. These are all the conventional

carbon nanostructures and materials.

Origami: folding 2D paper into 3D objects
\

Need to be
* Planar

* Thin

* Flexible

» Large area
* Durable
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Need to be Graphene

* Planar ———» * 2-dimentional profile

* Thin == * Thinnest ever made

* Flexible = * Highly foldable/bendable

* Large area " * CVD growth / R2R

* Durable == « Elastically deformable up to 20%

What's more...

* Amenable surface chemistry
* Functionalization

+ Controllable Patterning

Graphene Origami: A promising approach
toward unconventional carbon nanostructures
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What is origami?

Let us start with 2-D paper. You cut it, you fold
it, you can make it a 3D object which can be
very complicated. To make origami successful,
you need to have the paper to be planar, very
thin, flexible, with large area and also durable.

Now if you apply this to graphene, you will
find that graphene is the perfect candidate.

It is two dimensional, and the thinnest material
ever made with just one atomic layer thin. Also
there are actually more desirable features for
graphene because all the atoms in graphene are
on the surface which makes it amendable in
surface chemistry for functionalization and for
controllable patterning.

So graphene origami has been seen as a
promising approach towards unconventional
carbon nanostructures.
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Hydrogenation Assisted Graphene Origami (HAGO)
and its application in programmable molecular mass
uptake, storage, and release

ACS Nano (2014}, “Most Read Articles” in March 2014

Press coverage: @g‘;’! m
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W
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Hydrogenation-assisted folding of graphene
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To this end, we looked into the Hydrogenation
Assisted Graphene Origami (HAGO) and tried
to demonstrate the application of this HAGO
process in programmable molecular mass
uptake, storage and release.

So, graphene is a 2D crystal with all the atoms
on the surface which makes it very feasible to
be functionalized. For example, if you attach
hydrogen with carbon atoms in a controlled
way, then the local distortion of the lattice due
to the hydrogen can accumulate which can
make the folding angle in a more
programmable way. So you can have control
over the folding angle which leads to the
origami process. And this is stable at room
temperature.

Inspired by this, we designed this initially
planar structure, double crossed, and
introduced the hydrogenation along the edges
we wanted to fold. Then you minimize the
system energy, and the initial planar structure
can eventually fold up into a carbon nanocage
during which energy decreases all along the
way, meaning that it is favorable.

103



Formation of a carbon nanocage
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Programmable opening & closing of
carbon nanocage via electric field

Electric field OFF
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Uptake and release of a C,, by carbon nanocage
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Uptake Cg, Release Cg,
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The video | will show you here is the initial
folding process of the carbon nanocage. Of
course, this is only demonstration, a first step.
To make it useful, you want to have controlled
opening and closing of the cage.

To this end we actually demonstrated that by
using the external electrical field, you can
control the opening and closing of the carbon
nanocage. Because such a tiny structure here is
hard to manipulate. Applying electric field will
open up the cage and turning off the field will
close the cage.

One application of the programmable opening
and closing of the cage is the uptake and release
of molecular mass. As demonstration, for
example, if you immerse the cage into Ceo
buckyballs. And by opening and closing the
cage, one buckyball highlightened by purple is
uptaken by it. It is sort of an uptaking process.
If you move the cage to the destination and then
release the Ceo by turning on the electronic
field, then the buckyball will escape.

104



Hydrogen uptake and storage via carbon nanocage
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High density hydrogen storage

HAGO-enabled graphene nanocage
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== --= A DOE 2017 goal

0 10 20 30
Side Length of Graphene Nanocage (nm)

Weighted Percentage of
hydrogen storage (%)

=

Teng Li, University of Maryland | LiT@umd.edu | LiTumnd.edu 15

Case Study 2

A Nature-Inspired Bottom-up Design Strategy
toward “Holy Grail” of Material Design

In collaboration with Prof. B. Hu's group in MSE

Publications:
+ Nature NPG Asia Materials (2015)
+ PNAS, in revision (2015)
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And this holds for many other materials, one
demonstration is that it can be used for high
density hydrogen storage. If you immerse the
carbon nanocage in a bath of hydrogen,
eventually it can reach a very high hydrogen
storage density.

Figure on the left is schematic diagram for the
nanocage storing hydrogen. And the right
figure is the plot of hydrogen storage vs side
length of nanocage. The Department of Energy
(DOE) set the on board hydrogen storage
density to be 5.5 and the ultimate goal to be 7.5
in 2017. Based on the curve of our prediction
here, we can achieve ultimate goal set by DOE
by using the graphene nanocage with side
length less than 10 nm which is quite feasible
as demonstrated in simulation.

Let me switch to the second case then. We want
to use natural materials to come up with
bottom-up design strategy to solve a grand
challenge in material design. This is
collaboration with Prof. B. Hu’s group in
Material Science department in UMD. In next
few slides I will show you some recent results
we found very exciting which are currently
under review at PNAS.
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Defeating the Conflict
between strength and toughness
\ --A holy grail in material design

~

Stronger

Conventional scaling law:

The smaller, the stronger, but less tougher

>
Tougher
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Anomalous but desirable scaling law:
A The smaller, the stronger AND tougher

Stronger

l"'

Conventional scaling law:
The smaller, the stronger, but less tougher

Tougher
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Trade-off between Strength versus Ductility for typical steels
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Here is the challenge in material design. For
engineering design, you want the material to be
both strong and tough. There are many ways to
make materials stronger. For example, for
metallic material, you can decrease the grain
size to make it stronger. The figure shows a
conventional scaling law: the smaller, the
stronger. But it comes with a price, the stronger
you make the material, less tougher it gets.

Here is an example. The two figures are yield
strength and ultimate strength vs ductility for
typical steel. If you increase the strength, you
sacrifice the elongation, the ductility.

So, indeed, what you have typically is the
smaller, the stronger, but less tougher. And this
actually holds for many engineering materials.
The desirable trend here, will be the smaller,
the stronger and the tougher. So we try to offer
a possible solution for this trend.
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Anomalous Scaling Law of Mechanical
Properties of Nano-Cellulose Paper
Defeating the conflict between strength and toughness

Anemalons Scaling Law of Strength and Toughness of Cellulose Nanopaper
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To this end, we look into wood. The paper we
typically use is made of wood fiber. You can
make the fiber much thinner than typical size
we use in paper. In typical paper, the size of the
fiber is of similar order as human hair-a few
tens of micrometers. We decrease the diameter
of the cellulose into nano regime down to a few
tenth of nanometers to make the nano-cellulose
paper and test its mechanical behaviour. Figure
B shows the stress-strain curve of the paper.
The black line stands for typical paper and
others stand for the nano-cellulose paper. You

can see that when you decrease the nano-cellulose fiber size, going from micro to nanometer, both
the strength and ductility increase. If you calculate the toughness and strength of the nano-
cellulose, you will see the desirable trend we just discussed as shown in figure C. When the

material gets smaller, it gets stronger and tougher.

Densely distributed hydrogen bonding
among cellulose fibers is key

Cellulose Bber
F4

NFC Bundle
A Mot
(s Jose (NF
), & vl
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nano-cellulose paper being strong and tough.

Failure mechanism of cellulose nanopaper:
the role of hydrogen bonding

Facile (re)formation of hydrogen bonding lead to high fracture toughness
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To understand the reason for this, you need to
look into the hierarchical structure of the wood
fibers. Indeed, it has multiscale features as we
see from figure A. The building block of this is
the nano-cellulose molecular chain. The much
thicker fiber is the one we use in our regular
paper, and the much thinner one is the one we
use in our nano-cellulose paper. And the
feature here is it has a lot of hydroxyl groups,
meaning that among the nano-cellulose
molecular chains, the hydrogen bond can easily
form which is quite strong. It is the reason for

To this end, we studied the failure mechanism
of cellulose nanopaper. We modeled seven
molecular chains here as shown in figure (a).
You can see the energy profile goes up and
down in figure (b). This feature captures the
breaking and formation of the hydrogen bonds.
The process dissipates a lot of energy, leading
to high fracture toughness.
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Molecular scale failure modes
Parallel inter-filament sliding Perpendlcular inter-filament sliding
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Application of the bottom-up design strategy
Hybridizing Wood Cellulose and Graphene Oxide Toward
High-Performance Fibers

Graphene Oxide
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For a larger scale of modeling, we modeled the
stack of the molecular chains in two different
deformation modes. If you compare the results
with carbon nanotube bundle, you can see the
difference here like in figure C. Some of the
peaks will give you much higher toughness. If
you do not have the mechanism, for example,
CNTs between which you only have Van der
Waals interactions, you have much lower
performance.

This suggests a bottom-up design strategy and
we applied it to different material systems.
Here we hybridized wood cellulose fibers
which are the green fibers in the figure with
graphene oxide which are brown flakes here to
make the high performance fibers.

You can show that by hybridizing these two
materials, you can have both stronger and
tougher microfibers. And the underlying
mechanism is essentially the same. You have
the additional hydrogen bond formation and
reformation during the fracture process.
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Summary

Computation-enabled Materials Discovery

Case Study 1: Hydrogenation Assisted Graphene Origami
(HAGO) for High Performance Hydrogen Storage

Case Study 2: A Bottom-up Design Strategy toward
Materials that are Both Strong and Tough

Have A Good One!

Acknowledgements: @ Publications available at LiT.umd.edu
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So these are the two case studies as a
demonstration of application of LAMMPS in
material design and discovery process. And |
hope you enjoy the symposium here, and
(HAGO-=) have a good one.
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The development of ParaDiS: Parallel Dislocation Simulator

Dr. Tom Arsenlis
Materials Science Division, Lawrence Livermore National Laboratory
Livermore, CA

Abstract

The ParaDiS project began at LLNL in the early 2000’s to build a scalable massively parallel code
for the purpose of predicting evolution of strength and strain hardening and crystalline materials
under dynamic loading conditions by integrating the elements of dislocation physics on an
unprecedented scale. The code was first released as open source to the public in 2007 after being
deployed on the IBM BlueGene/L machine at LLNL, and extensively used by researchers at LLNL
and around the world to simulate the behavior of dislocation networks in a wide variety of
applications, from high temperature structural materials, to nuclear materials, to armor materials,
to photovoltaic systems. It has been used to elucidate new mechanisms in the plasticity of crystals
much in the same way that the transmission electron microscope did in the 1950’s. The code
currently has over 200+ registered users around the world modifying it as needed to suit their
particular needs, and the LLNL based team is looking toward a future of being able to simulate
polycrystalline response with the code in the future.

Biography

Dr. Tom Arsenlis is currently the High Energy Density Materials
Integrated Experimental Team Leader at Lawrence Livermore National
Laboratory responsible for executing laser driven experiments at multi-
Mbar pressures to understand the equation of state, strength, and phase
stability of materials under dynamic loading conditions. Along with this
role, Dr. Arsenlis continues to lead the ParaDiS dislocation dynamics code
development team at LLNL with the goal of providing a tool capable of
predicting the strength of crystalline materials from first principles
dislocation physics. Dr. Arsenlis graduated Summa Cum Laude from
Cornell University in 1997 with a B.S degree and majors in both
Mechanical and Aerospace Engineering and Materials Science and
Engineering. He attended the Massachusetts Institute of Technology as a National Defense Science
and Engineering Graduate Fellow and received his Ph.D. in Mechanical Engineering in 2001.
Upon graduation he joined the technical stat at LLNL. Dr. Arsenlis’ research interests are mainly
in the area of the mechanical properties of materials focused on the development of physics-based
models of the ductility and strength of materials in dynamic and irradiation environments with 40+
publications in the field.
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Hi, it’s my pleasure to be here. I am now
The Development of ParaDiS: Parallel talking about what has become a hobby for me,
Dislocation Simulator as | have moved on to become an
experimentalist in some capacity, which is very
strange. Here | am talking about ParaDiS
(Parallel Dislocation Simulator) which is a
code we developed at Livermore (Lawrence
Livermore National Laboratory) in essence
from scratch to do dislocation modeling.

May 20, 2015

Tom Arsenlis
ParaDiS Code Project Leader
Materials Science Division, LLNL

This is the current team, there is a long list there
but there are in essence four primary
developers: myself, Sylvie, Brett, and Moono,

The ParaDiS Team

+ Current Team
Tom Arsenlis (Team Lead)
Sylvie Aubry
Brett Wayne — Army Research Laboratory

+ Selected Collaborating
Institutions

Meono Rhes
Bing Liu
Vasily Bulatoy

1]

Sandia National Laboratory
Stanford University
Culham Center for Fusion

who essentially form the core of the team. Then
we have people who come in and contribute on

Z ii’ﬂ:}g.}ff: Eneray a periodic basis. In addition listed are past
—  Card — Johns Hopkins University . . - -
g e — Oxtord University teammates as well as institutions with whom
: — Morthwestern Liniversi - .
— esao i C i we are strongly collaborating with at the
L %’:";T;E:"'“” = b A present time. So we are not a large team and
— Mejie Tang - -
o e this is really a cottage code, perhaps only tyvo
iy or three heads over about a decade, during
Lawrsne Uivarmor Kationl Labortery «& which there has been some cycling of team
members.

So what is ParaDiS? ParaDiS is our flagship
dislocation dynamics code. It is designed to run
on massively parallel computers and was built
essentially around the time that Blue Gene L
came online at Livermore. The purpose of the
code at Livermore was to predict strength and
strain hardening response, and | want to focus
on the fact that we are focused on strain
hardening. Essentially our goal was to take
simulations out to much larger times compared
to what had been done in the past with the
purpose of predicting strength and the

Q. What is ParaDiS?
A. Parallel Dislocation Simulator

= A scalable dislocation dynamics
code executable on massively
parallel computers for the
purpose of predicting strength
and strain hardening response
of single crystals
+ Dislocation microstructure is

represented as set of
interconnected line segments

= N-body (segment) elasticity solver
coupled with response functions
and topological operations

= Fun!!

Simulation of an
imadiated BCC crystal

Lawrence Livermore Natlonal Laboratery et i

evolution of strength.
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So this (gesturing to the simulation of irradiated BCC crystal) is what a simulation box looks like,
essentially a large number of interconnected line segments. If you think about the problem we are
solving it is analogous to an N-body problem, similar to something you would see in gravitational
mechanics, where the body is now a segment and every segment interacts with every other segment
through elasticity. Then through the use of a mobility law and updating in time you may obtain
plastic strain as a result of this model. Along with all of that this work is a lot of fun.

Compared to other codes that we have talked about I think this is really the youngest simulation
method which is out there in terms of material science. This code started in roughly the 2000 time
frame and precursors to this were serial codes.

Why LLNL invested in dislocation dynamics? So the question is why was Livermore
interested in this type of technology, and I think
Doug (Douglass Post) can probably talk better
about this than | can. However, as nuclear
testing went away in 1992 there was a
movement towards this process of certifying
the (nuclear) stockpile through science.
Meaning the US was going to build very big
computers to perform very high fidelity, high
resolution simulations and then validate those
simulations with very detailed physics
experiments. The place where | am currently
working, the NIF (National Ignition Facility), is really intended to go to high energies, high
pressures, high intensities, and reach conditions similar to nuclear weapons without actually
detonating a nuclear weapon. So the challenge is can you design a model which is predictive and
valuable at those conditions without actually getting to those conditions.

= Underground nuclear weapons testing E‘
ends in 1992 ;

= Science-based Stockpile Stewardship =
used to annually certify effectiveness '
and safety nuclear weapons arsenal

= Premium placed on predictive model
development and validation

= Multiscale modeling for strength of metals
under extreme environments

Lawrence Livermors Natlonal Laboratary

Therefore there was a premium placed on this predictive model development, and when it came to
strength there was in essence this multiscale modeling paradigm that had existed since the 1950’s
where you could connect the length scales: atoms, to defects, to microstructure, to mechanical
properties. So you could see these pictures going back to classical textbooks such as McClintock
and Argon (F.A. McClintock and A.S. Argon Mechanical Behavior of Material) which had
schematic illustrations of defects. So from that time period we knew defects mattered and we can
integrate defects to get answers, but we did not have computers capable of doing that at the time.
So with Blue Gene L we finally had the ability to connect these wide range of scales and actually
simulate the response of an engineering material, with simulation alone. Thus truly predictive
modeling.
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The main challenge of Dislocation Dynamics? So the main challenge of dislocation dynamics

Computability was computability. Where unlike Lammps, or
BRI | "roedom wil cluster in spaca these other codes, because we are evolving our
+ Density of points can vary by =3 orders magnitude . ) )
» Degrees of Freedom will grow exponentially microstructure and evoIVIng our strain, our
+ Dislocation density grows by 3-4 orders of magnitude degrees Of freedom in essence gI’OW
* Expensive force computation . .
+ Numerical integration untenable for segments in close proximity exponentla”y' We are gettlng many! many
= Discontinuous topological operations order of magnltude increases as the simulation
. i::g:iugnfsonnanon and annihilation are not differentiable proceeds, and What WOUId happen |S we WOUId
= Simulations volumes must be large enough to extract run to a point, say where we had doubled the
relevant coarse grained measures .
£ Diskocation densiies, piastc deformalion rates, interaction number of degrees of freedom in our
= simulation, and we would then ask to double
L % the number of our CPU’s so we could continue

on with our simulation. We would continue to do this until we ran out of computer, and once this
occurred that was as far as we could go and as long as we could simulate in time. So we would
continue to do that, we would start small then grow, and grow, and grow until we ran out of
computer and then wait until the next one came along (more powerful supercomputer). So this is
hard, the other thing that is hard is that the degrees of freedom would cluster, meaning we would
get tight bundles and then areas of sparsity. Therefore, one needs to have a spatial domain
decomposition that is able to handle say three order of magnitude in density of points, which is
also a very challenging. This is actually very similar to modelling foams in molecular dynamics
calculations.

Force computation is expensive. If you want to numerically integrate in essence the error increases
very quickly as two dislocation segments come into close proximity , so you have to resort to
alternative methods. You also have discontinuous topological operations, so these lines are in
space and they will intersect and you have to resolve that intersection somehow. Then once you
connect your lines, or do some similar operations, you no longer have something you can
differentiate over, which introduces a stop in your time step. Finally we also want to obtain average
quantities so we have to run sufficiently long enough to obtain statistically significant results.

Why build ParaDiS? An early history of So initially ParaDiS, and dislocation dynamics,

dislocation dynamics at LLNL was seen as this link between Molecular

' ?:E’Eﬁh‘gés."}"*’Eag'ﬁf“?::ﬁ::j”g'”'”g Dynamics, where we could simulate an
=0 _ § | == jndividual dislocation or an individual defect

= In 1999, LLNL was evaluating 3 . <100 /(.-:-aw.--o ol 308 1 . . .
fgé‘l”:ggé’&i ]Lgrg#.ﬂm:}m%;;sw“ § associated with strength, and continuum

Inng postdocs [+] ;” )| . . . - -

g;ungﬁhg;;;q-f;’:g«;:;;@gann i . modeling where we are building constitutive

B e s models to close field equations of mechanical
T e e Lo P e T momentum, energy ,and density.

» ParaDiS effort began in 2001 with Bulatov,
Cai, Pierce, Tang, and Rhee with the goal

B deaicriciiibe Initially, we wanted to look first for existing

capabilities, which at the time, at the turn of the
century, there were four codes in existence. Of
those, three were at Livermore. The way we got
them to Livermore was basically through hiring post-docs and students who were working on those

Lawrence Livermors Natlonal Laboratary .
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codes at various places. We brought them to Livermore saying “ok we are interested in doing this
let’s see what we can do.” So we had three post-docs, one from each of these groups, and we
started evaluating these codes. We picked one of those codes, MICRO-3D, and we decided to
parallelize the code due to it having a good internal structure. We spent about a year working on
that and got it to scale to about 100 CPU’s which wasn’t enough for our purposes. So that was a
success, again that was really the first parallelization of dislocation dynamics, but it did not get us
to the point we wanted to get to in terms of scaling to reach large strains.

So we began this effort on ParaDiS in 2001, initially without me, and within three years we were
able to scale to thousands of CPU’s (indicated by the blue line in the graphic), but again we weren’t
able to extend out to large enough strains with the first version of the code (indicated by asymptote
in the figure). However, progress had been made.

. B e ParaDiS had three major releases (1.0, 2.0,

eve opment or Farabi .

The Parallel Dislocation Simulator is a scalable line dynamics code 30)’ Where eaCh release IS marked by updated
devel d at LLNL t t th putability chall f dislocati 1 H H il
B el chatende SRR physics and an extension in the code capability,

= et all with the singular goal of delivering on the
- Explici treatment of dislocation core reactions discrelization node /r promise Of Strength and Strain hardening

* Anon-singular theory of dislocations has been developed \L."

= [Fastforce calculation for anisofropic elastic crystals phVSica[E?de I’..bm mOdeIing.

= Computational Features — 2 '“:‘{l,fbm
e e e S The first version of the code (1.0) treated
. :::::::sca'.-;ldo‘!\amdecomuos:ronfc-ru;.na'nclomlnalancmgcn 3 dISIoca‘tionS aS ConneCted Iine Segments and
. - performed explicit core reactions where it
BRI m woueutn s Nowton scvers could resolve the intersection of three lines

Innovations that ParaDiS (1.0, 2.0, & 3.0) introduced into the field

segments (see graphic). Also, from the
beginning we had to have a time varying spatial
domain decomposition as a result of the clustering of these points. That meant a regular space
partition would not scale. So in essence we took the codes that existed and applied this dislocation
treatment and irregular spatial decomposition to achieve scaling to thousands of CPU’s. However,
we were not able to model a long period of time.

Lawrence Livermors Natlonal Laboratary —

In order to model this, in version 2.0 we had to implement implicit time integration, we had to
evolve the forces so we had to change the theory of elastic defects and dislocations so that we
could do some regularization of the singularity that was there in the classical theory. In addition
we also included analytical time integration.

Then in version 3.0 we were looking to augment the physics and extend out the time scale. For
example, in version 2.0 all elasticity dealt with elastic crystals, then in 3.0 we extended this to
anisotropic elastic crystals. This allowed us to model arbitrary elasticity, arbitrary crystal structure,
and all of a sudden you can calculate forces between these defects. In addition we implemented
Newton Solvers which allowed us to reach larger times scales.

In summary, this is a problem of strong scaling on a large enough box to allow us to obtain a
statistically meaningful result to be used in a large scale continuum simulation.
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So in the top right we can see a simulation
created in ParaDiS 1.0. Just to recap, we were
able to fully scale to thousands of CPU’s. The
issue we had with forces was due to the
presence of an elastic singularity as
dislocations came into an intersection where
the theory broke down, so we could not

ParaDiS 1.0 (2001-2004)

= Focus was on building the werld's first massively
parallel dislocation dynamics code with existing
physics

- épuccp;s\uy scaled dislocation dynamics to thousands of
s
= Dynamic domain decomposition successful
= Numerically integrated 5ln;|ulr?t! forces with two
me

integration points per seg
= Large ermors for segments in close prodmity

= All topological operations handled through node
callisions

= Led o the appaarance of unphysical sticky nodes with
ons

» Cormplax treatment of many apacial casas

Tensile Stress (MPa)

- Expicitime siepalgrihm i tme scp szasetby <1 | describe what the force was as the intersection
on quency g . .
B s i | of those elastic bodies. As a result we resorted
R G g manswncs 1 t0 line tension, or lower order, models to
By the winter of 2004, it was clear that ParaDiS had delivered on its promise . . .
of parallelization but had to be rewritten to evolve strain hardening . reSOIVe that |ntersect|0n, or we coarse gl’alned
Uemsees mors Rl bt ~-&  the calculation of the force such that we no

longer had an overlapping point, and both of these methods would introduce error.

Topological operations were all handled through collisions, so lines would collide, we would
perform a reconnection, and through multiple reconnections we would get line segments to form
new junction, and this process would repeat. The issue that arose, was as lines kept colliding the
code had no simple method for breaking the lines apart. As a result a common occurrence was
having a node with 80 or more line segments emanating from them. We referred to these as
“Shivas.” We knew that these Shiva’s were not real but we had no way of relaxing them within
the code to something that was more realistic. Finally, we were inexperienced, at this point, with
how to handle the time step so we naively set the time step to be the time until the next collision
to ensure that all collisions were adequately resolved. For small problems that worked well because
the time rate of collisions was relatively small. However, the number of line segments increases
with time, and this leads to increasingly smaller time steps as the frequency of collisions increases
with line segment density. So as a result you will reach a certain level of strain at which the code
will just arrest due to this choice of how to update time. Therefore, we had to break some of our
previous features to enable the code to bypass its current capability of plastic deformation, and
reach 5 or so percent. The other thing you will noticed in our stress-strain plot is that our stress-
strain curve is in fact rather noisy despite the fact that we are working with a rather large volume.
This is primarily to do with stored elastic energy located in tight elastic clusters with many line
segments.

So come 2004, this was the state of the code and it had become clear that we had to move on in
order to get to larger strains even though we were able to scale thousands of degrees of freedom
in the current code, which was the first hurdle.
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The birth of DDLab (2004)

* ParaDiS team in transition
+ Cai—Stanford University, Pierce — Retirement
+ Enter Arsenlis and Hommes

= ParaDiS had become too complex to be good a platform
for testing new ideas quickly

* DDLab (by arseniis and cai) Was written (in serial MATLAB) as
test bed where the most critical algorithms could be
quickly improved and then implemented into ParaDiS

= DDLab acted as reference for ParaDiS test problems to
help with debugging

+ Bugs identified in ParaDiS would be reproduced in DDLab,
solved in DDLab and solutions would be implemented in ParaDiS

In 2004 there was a transition in the team, Wei
Cai who had been team leader left for Stanford,
Tim Pierce retired and Greg Hommes and |
came in and took over the main core
development of the code. In that time ParaDiS
had become very complex, as you can imagine
the spatial domain decomposition, the ghost
nodes and all the memory management. As a
result it had become very hard to work with in
a development environment, so we needed

something simpler to test algorithms on and
then port them to what we referred to as our

Lawrence Livermaore Nathonal Laboratary e

production code.

So we built DDLab, which was in essence a serial MatLab code where we could test the most
critical algorithms, such as the force calculations, the mobilities, the topological operations in a
simple-to-program and fast-to-iterate environment. Then once we had proven the algorithms were
stable, we could port them to ParaDiS and run a large scale simulation to reproduce what we had
created in DDLab. The other thing we did with DDLab was to use it as a reference, so if we ran a
ParaDiS simulation and found a bug, we could reproduce that bug in DDLab, find the solution,
and port that back to ParaDiS. So in essence we were not developing with the production-version
of the code, and we had a separate code to verify our test problems as we were building.

Then in ParaDiS 2.0, which spanned the next 8

years, we introduced a regularization of our
N dislocation core. This allowed us to completely
describe the physics of the junctions, so in
essence dislocation physics was stuck back in
the 50’s were one could accurately describe the
interactions between two well separated
dislocations, but as they came into contact the
theory broke down. We had to repair that as our
interest in material strength meant that we were
not satisfied with modeling elastic field
problems for a general case. Therefore, we
repaired the theory so that we could accurately describe what happened at a point of intersection,
then we could perform junction simulations with full physics, instead of a reduced physics model.

ParaDi$S 2.0 (2004-2012)

LLNL weapons program requested )

that a multiscale strength model forTa .~ a0 o

be developed in 2007 using ParaDiS ¢ .,

on full Blue Gene/L (100K CPUs) T
* Developed a non-singular theory of

dislocations

+ Now able to completely describe the 5

physics of junctions q G p—

= |mplicit time step introduced

+ Multiple topological operations between
time sleps

Radal distribastion f

* Splitnode operation introduced to
complement mergenode operation

+ Reduce connectivity of nodes
= Non-linear mobilities developed
+ Material specificity
= Source code first released in 2008

Lawrence Livermors Natlonal Laboratary —

We introduced an implicit time step, where the time step was set by a stability criterion and we
would perform many topological operations between time steps, so remeshing would occur,
coarsening or refining of the mesh, or even reconnections (as seen in the lower graphic) where we
were actually changing the topology of the network. So this would all occur at a fixed time where
you would leave the geometry fixed and modify the network, and then evolve in time.
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We also introduced non-linear mobility to enable material specificity. The other thing that
happened in 2004 was that there was an intense pressure and focus put on the strength modeling
team at Livermore. It had been about ten years since the multiscale modeling effort had begun,
associated with the ending of nuclear weapons testing, so our funders wanted to point to a strength
model product resulting from a decade’s worth of investment. Furthermore, they needed the code
to evaluate whether the project had potential or if a new direction for strength modeling, based on
empirical data, should be used. So over the course of 2-3 years there was intense pressure to get
the code working on Blue Gene/L and get a strength model from it that could be used by engineers.
This pressure was a source of motivation.

Debugging ParaDiS  presented  several

Debugging of ParaDiS: Listen to your code challenges, for which we employed many
j %ﬂf&‘i‘?ﬁ el ) solutions. We used the implicit time evolution
“bugs” .
S Uum as a method for debugging the code. Our
e entator inatopotog i iy Fromm .. . .
giceter , _ BAD mission was to get to large strains, so anything
L] Debuge?iﬂga!ar e massively o . i
H A i : that reduced the time step was considered a
. I smﬁt;:ﬁtgmymduwiwldted m . . . . .
< : bug. So this could be a discontinuity in our
* Dynamic load balancing : X . g
oy forces which would show up as a time signature
e ot fomeety ! R in the code, we would find it, reproduce it on a

comparing force values with

Rt Togeted ueéuggiig};slrofcu;aﬁc small scale, solve it, and port it back to the

. r ini around reaching the of . ;
rimaton 0 o stran accumulaton nte % range | code, and move on. The majority of the bugs
Lo -+ dealt with topological operations in the code, so

we would do reconnections in the code, and if you were not careful in how you did things, you
would end up with a connection and reconnection of the same line segments occurring every time
step leading to very low time signatures. So initially we were losing 3-4 orders of magnitude in
time step (in the top graphic the loss is roughly 1 order of magnitude). As you solved one problem,
the next one would show up, maybe with a smaller loss in time step, and you would continue to
remove these things and it would incrementally improve the time step until you reached a code
that behaves similar to the bottom graphic. Here, a brief drop in time step size, due to a topological
operation, might be followed by very quick recovery. This resulted in less time wasted due to
redundant topological operations.

So in essence we would listen to the code, spot bad signatures, reproduce it on the small scale
version, fix it there, and then port the fix to the large scale code and move on. This allowed us to
reach large strains.
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So in 2012, we transitioned from ParaDiS 2.0

ParaDi$ 3.0 (2012-?7) to 3.0, then over the past few years Gregg
' f'a:l‘?gzs‘iﬁnifn‘!fﬂ?ﬁmya | Hommes and | transitioned out, while Sylvie
* Adlly o eat lasically anisolropi g ﬁi A}Jb'ry and Brett Wayne transitioned in. 1 am

- Fast inplemenaton using sphercal . still involved but I am not the lead programmer
« Spitsegment topological operation as much as Sylvie and Brett are these days.

introduced to break superdislocations

* Finite geometries with FEM coupling &
development of polycrystalline
simulations
+ Tight collaboration with ARL

* GPU architecture support for force
calculations

* Scale to millions of compute cores

Now the main physics feature is to treat these
anisotropic crystals which is a great
improvement in terms of the physics fidelity of
simulation we are able to do. Also, we are
interested in finite domains and are working
Laurance Lvermors Nana Lsboratery % with the Army Research Lab to implement new
features into the code. In addition we are increasing the number of types of topological operations
to improve the physics we are able to perform. Finally we have crossed the threshold of scaling to
thousands/ hundreds of thousands of cores to the realm of millions of CPU’s/GPU’s and are
evolving the code for the future. This involves as others have seen a type of hierarchal parallelism
where you have threading underneath and mpi to leverage the core structures that are available.

ParaDis fulfills promise of predicting strength The graphic displayed here is ParaDiS 2.0, so
at high strain rates and pressures you can get an idea of what it looked like. This
oot bec 4™ = js one of our large science simulations, but you

= can see the noise in the simulation has gone
away and we observe very smooth behavior.

This is a result of running a large volume and

' notstoring elastic energy and taking care of the

] topological operation that did before. So in the

| video we note a smooth evolution in

Bulatov et al. Nature 2006 BEEN dislocation density, and here note that we are
o "I increasing dislocation density by 2 orders of

Lavrence Uvermor Kol Labortey —&  magnitude but in other cases we can increase

by more than that. This resulted in a Nature publication.
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Multiscale strength model built with ParaDiS predicts By 2007-2008’ We were Tma”y able to run the
strength and outperforms empirical models code and execute it effectively to model several
S MEEELE TN material orientations under variable conditions
o i to produce a continuum strength model based

HE-driven
¥
|

i A iE_ on simulation alone. This involved a multiscale
gm | /K - m;? strategy. We obtained elastic constants with ab
| o — initio  codes, mobilities with molecular
- 25 dynamics codes, then took those mobilities and

e B 1? g | Lgh elastic constants and integrated them into
' 3 © -+ ' Ee dislocation dynamics and ran sufficiently large
B = problem sizes to output a stress-strain curve,

Lo Lmor ol Lo geronctal APZ v density evolution, plastic activity, and then fit

that to a continuum model for a material point calculation at continuum. We then used this to make
predictions. One such prediction we made was for the National Ignition Facility, where they were
interested in the growth of Rayleigh-Taylor instabilities of a solid liquid interface where essentially
the low density material is being pushed in the high density material. Where even though the
material is solid and not liquid, it retains strength and you will observe elongation and growth of
that elongation under acceleration. We had other models at the lab for those conditions, where in
the top right graphic you observe a material strength plot under explosive conditions (strain rate
1075), here all the models agreed. These same material properties are then investigated in the
bottom right plot under laser loading, 1077 strain rate, here you see the multiscale model has much
better agreement with experiment than the fitted models.

The point was that with simulation we could achieve much better results for two materials
(Tantalum and Vanadium), than extrapolated models that had been fit to experiment. This was a
validation of our effort and allowed us to continue on our present pace.

ParaDiS also became essentially a digital TEM.
When TEM’s were first created people
e e ereions | examined crystals and realized there were
dislocations and interactions were more
Bk ot diclocation A\ complicated than previously theorized due to
microstructure — _ networks and crossings. This brought on a
Multijunctions where multiple } . . .. . .
junctions coalesce 5 aY . revolution in the description of plasticity and
B b DTy A% \ s . strength. Similarly with ParaDiS, we have all
y 42 this information about dislocation evolution
At AR (pointing to graphic on RHS), and the only
. S| P REEEEE thing that is really governing this is elastic
Laurance Lvermors Nana Lsboratery =% [nteractions, so ParaDiS is very fundamental in
the way it is treating the defect physics. So the questions is: “Can | interrogate the network, learn
something about its properties, and then propagate up and say something about strength.” What
we found in our simulations is that we were getting objects of network connectivity (indicating the
multi colored line segments in RHS graphic) in which 3, 4, or more lines would come in and form
a stable node which would endure over long periods of time. This phenomena had never been

ParaDiS as a Digital Transmission Electron Microscope

= ParaDiS has discovered new |}
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described in the literature, however it was very stable and repeatable in our simulations. So
believing we had found something new we asked our Molecular Dynamics colleagues to reproduce
the same kind of configuration and verify that it was stable. In addition, knowing what to look for
we could suggest to our experimentalists to strain a material in a certain direction and look at
certain planes, and speculate that we should be able to find many of this certain type of defect as
it should not be rare due to their stability. Then lo and behold when they did this they were able to
tilt the foil in such a way that they could index the dislocations as they were coming in, and they
were able to find things that were not simple binary dislocations, which might have been
mistakenly identified previously with TEM alone.

So the point is, is that now we have this tool where we can really interrogate what is happening at
the defect level, and then promote that forward.

ParaDi$ illuminating mechanisms of plastic More recently, we’ve played with larger scale
heterogeneity | ) | simulations, so here (graphic on LHS) we’re
A B interested in a simulation of an irradiated
' material. There is a classic observation that as
a material is in a nuclear reactor, let’s say some
type of cladding or structural material, its
strength is increased while its ductility is
decreased due to the appearance of defects that
accumulate over time. So we can numerically
create these structure, place these defects,
resolve them fine enough, and finally do a

Lawrence ivsrmore Nalona Labortery % plasticity simulation with that structure. What
we were able to show (upper RHS graphic) is that we could smoothly go from this non-irradiated
behavior to highly irradiated behavior by augmenting the simulation with the appropriate number
of defects associated with the radiation damage, revealing the fact that we can go from stable
plastic behavior to unstable behavior as the material is augmented with enough dislocations. In
addition we could show that as you augmented the simulation with radiation damage (shown in
banded yellow portions of the visual), you would transition from a material that deformed
homogeneously to something that deformed heterogeneously, leading to local failure and ductile
to brittle transitions with increasing damage. The nice thing is that once you understand this
mechanism and understand the mechanics, you can create a continuum model and promote it
forward to do engineering calculations. So people are now taking this on and moving forward with
more fundamental models for describing irradiated materials.

the plastic response of iradiation
hardened metals

* Mechanistic insights provided by code
has ehanged how the embrittlement of

these materials are modaled at the
continuum scale
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So now let’s talk about metrics. The first

Metrics of the ParaDi$S project version of ParaDiS did not draw significant
= Free release of source code with no user support intended to build a - - - - - -
communty interest due to the limitation in time scale.
+ 200+ unique users (code can be freely redistributed =0 we are loosing track) .
* 1001 PRD heses have relied on the code ] Version 2 was very stable, worked on many
. isl;:c“éhp:lﬂlgglzcg?ng executed at supercompuiers and clusters on every continent .
B e o platforms, and was released with no
B o e restrictions. Therefore, anyone had full access
" Ezﬁﬂsd:sas become a standard and created pressure on others (o release tO the SOUI’CG COde, al IOWl ng them tO remove
. DDLal? used_in college level courses (more users than ParaDiS) elements or Wrap their own COde around it This
* ParaDiS project at LLNL represents over 40 man years of effort (o date . . . .
 $20M in core funding $4M in non-core funcing was in an effort to build a community, as this

+  Billions of CPU-hours of execution

was really the first parallelized code of it’s kind
and only serial versions existed previously. As
Ueersecs Lo sion Libomiey «~-% g result of filling that void we became the
standard. Since that time we’ve had about 200+ unique users, however that could well be an
underestimate as you can freely reproduce and redistribute this code. So as a result ParaDiS is
being run everywhere, on every type of supercomputer, on every continent except Antarctica. Even
in Africa, where we have users in South Africa running ParaDiS on whatever computing systems
they can get their hands on. In addition, we post updates about every 2 years, so we maintain a
very close control over updates because we are so new we want to keep close track of any issues
people are having with the code. This is partly because, like others, we do not have a user support
model funded in any way, so we want to ensure that we are providing a robust, bug-free code.

If we look at the three seminal publications for the code, they have about 400 citations, and
actually the most cited is the algorithm paper that described the topological operations, and
provided the foundations for our modified elastic model for dislocations (the algorithm paper is
listed). Another way the code has had an effect is that since we have released the code, others
have wanted to produce their own versions. So now there are various developments, based on
ParaDiS, from other countries such as France and Germany. Additionally DDLab, which is
distributed along with ParaDiS, is used a large amount due to its value as a teaching tool because
of its ease to understand (MatLab) and well documented source code. So looking at what this has
meant at Livermore, this is about 40+ man years, about 20 million $ in core funding going back to
2001, 4 million $ in non-core funding, and billions of hours in CPU execution time as a result of
the scale of problems we are now able to run.
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So in conclusion, this project required a
Lessons to take forward sustained focused effort and in addition
B e pressure to deliver a scientific result on top of
» Adiverse and balanced team of aworking code useful to weapons development
physicists, engineers and computer . .
scientists is needed to sustain the level of funding. The team
i ==, scaling and debugging included  chemical  engineers,  nuclear

engineers, applied mathematicians, computer
scientists, and mechanical engineers. It was

are not trivial
= Carefully define your data structures
important to have people with real computer

because they endure
Iterate frequently on algorithms

Build a simple prototype (in a
different language) to guide

development science credentials as they know how to
s structure the code well, but it was also
Uemsees o Rl ot ~=& _ important to have domain experts to know what

the mechanics are and how the algorithms should work. Parallelism was hard in this problem due
to the spatial non-uniformity, and debugging also become hard as you have these dynamic load
balancing issues with the domain boundaries moving, you end up with a problem that is not strictly
repeatable. This means that as you move the boundary and perform a topological operation in one
step, and then later want to perform the simulation again from a restart file, the boundaries may be
slightly different because the load on the CPU’s may be different due to load balancing. So all of
a sudden the topological operation does not occur in the exact same way the second time, and drift
over time ends up occurring. Even though the stress strain behavior and coarse metrics look the
same, the fine details are not exactly the same.

So I think it is very important how we defined our data structures, and you want to do that because
that is something that endures. In fact the core of the data structure hasn’t changed from ParaDiS
1.0, however we do frequently change algorithms, and a good place to do that is in a simple
prototype, aka Matlab.

And remember to have fun! Thank you
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Dislocation dynamics simulations with microstructure

Dr. Lynn B. Munday
Computational Sciences Division — Computation and Information Sciences Directorate
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Abstract

Plastic deformation near lattice defects is primarily dependent on locally activated modes of
dislocation motion including cross-slip and nucleation. These locally active dislocation
mechanisms are promoted by stress concentrations arising from the lattice defects and lead to the
formation of prismatic dislocation loops around defects such as voids and misfit particles. In this
work we will show how these locally activated dislocation processes affect the overall stress-strain
response of the crystal. In the present work, we use a coupled finite element — discrete dislocation
dynamics - (FED3) code to model the evolution of dislocations interacting with material
heterogeneities. Dislocations in an infinite bulk crystal are modeled with the ParaDis DDD code
and the correction fields produced by the heterogeneous material properties are determined with a
parallel finite element code. The two codes are coupled through a scalable data transfer module
allowing independent domain decomposition and computational resource allocation. The long
term goal of this work is to model polycrystalline plasticity within the dislocation dynamics
framework.
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UMCLASSIFIED

I work at the Army Research Lab in the
Computational and Information Sciences
— Directorate. Listed are some of the members of
our multi-scale modeling team. This
ARL presentation will be building on the previous
discussion of dislocation dynamics simulations

Dislocation Dynamics Simulations with through ParaDis.

Microstructure

Lynn Munday, Joshua Crone, Jaroslaw Knap
and James Ramsey

Computational and Information Sciences
5/20/12015

The Nation's Premier Laboratory for Land Forces

UMCLASSIFIED

Motivation

The motivation for this work is the Army
Research Lab’s enterprise for multiscale
research of materials. The primary objective is
developing the ability to predict and control
defect structures for next generation army
electronic and protection systems. Each system

dislocation evolution. is strongly dependent on dislocation content
+ Goal: Design microstructure to control Lum sk . N
gslo}canonmechamsms = Materials by (e pm—e and structure. It is well known that micro-
esign T = . . .
+ Advanced computational methods ' structure can influence the way in which
required to accurately model dislocation . - . -

listic mic dislocations evolve in these materials. Our goal
e et o cates is to design the micro-structure to control the

evolution with realistic microstructure
L = - - -
UNCLASSHFED The Nation's Premier Laboratory for Land Forces d | Slocatl On mechan | Sms .

+ ARL's Enterprise for Multiscale Research
of Materials focuses on predicting and
controlling material defects for next
generation Army electrenic and protection
systems.

* Materials for these systems are strongly
dependent on dislocation content and
mation.

+ Microstructural features significantly affect

[ B
fy

In order to design materials to control dislocation dynamics, we need to include micro-structure
effects in dislocation dynamics simulations. Current modeling software such as ParaDis are for a
single crystal plasticity, and do not include the effects of grain boundaries or free surfaces on
dislocation evolution. We would like to develop a set of simulation tools for dislocations in realistic
microstructures that include factors such as grain boundaries, free surfaces, and curvature in
polycrystalline materials.

This tool would be crucial to our materials by design initiative. For instance, defects and
precipitates could be used to strengthen armor materials, but we currently do not understand how
these imperfections will alter the plastic response at high strain rates and it is important not to
reduce the toughness. As a second example, adding dislocations to electronic materials relaxes the
mismatched strain at interfaces. Introducing voids into the material drives dislocations towards the
voids instead of towards the free surfaces where they degrade the electronic properties.

There is complex underlying physics in this problem in a wide range of length and time scales.
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Microstructure in Dislocation Dynamics ARL

+ Linear superposition allows us lo decompose a
finite linsar elastic body containing dislocations
into two separate boundary value problems = ¥ +

@

* BVP for dis

infinite body (DD) O =
ons and body 2 -

sfy original BVP (FEM)

+ Couple ParaDis to FEM by including corrective
fields in PK force calculation in ParaDis

Our approach is relatively simple. Dislocation
dynamics is based on linear elasticity, enabling
us to decompose our problem into two simpler
problems using linear superposition. When we
wish to model a material that has free surfaces,
dislocations, and material heterogeneity, we

[ n-1 =
Fi= Z fi+ L 2 Syt .frj'“}

k=1 i=k+1

can break the problem into multiple parts. Our
dislocation dynamics problem can be solved in
an infinite bulk material, enabling the use of
ParaDis. We have a separate boundary value
problem in which boundary conditions arise
from dislocation structures. We solve this
second problem numerically using Finite Element Method. We couple ParaDis to our finite
element code through the interaction forces between dislocations.

Bulk  Microstructure

+ Boundary conditions for the corrective BVP
come from the current dislocation configuration.

+ Requires computationally expensive FEM solve
at each time step

Normally dislocations interact through the bulk portion of the equation shown above, resulting in
n-squared dislocation to dislocation interactions. For our calculation, we introduce new forces due
to the microstructure and elastic fields produced by free surfaces. To give you an idea of how this
works, we begin with a semi-infinite plane containing two dislocations and a free surface on top
(as seen in the top image on the lower right-hand side of the slide). The elastic field associated
with the dislocation will not give you a traction-free surface, so a corrective boundary condition
must be superimposed to produce a corrective stress field. Only once the two stress fields (shown
in the second picture on the lower right) are added, is the correct result obtained. As seen in the
third image, the surface is now traction-free, and a free surface has been introduced to the model.

The idea is simple if the dislocation
configuration is static, but when the problem is
expanded to three dimensional dislocation
evolution, the moving dislocations result in
changing boundary conditions, and the
boundary value problem must be updated and
solved every time step.

UMCLASSIFIED

+ ParaDiS [LLNL/Stanford):
= DD simulator for baulk material
* Highly scalable and efficent

+ Finite Elements for Discrete Dislocation
Dynamics (FED3) [ARL]:
= Highly scatable FEM
= Ableto handle arbifrary geometries

= Coupling algerithm [CSCS/ARL]
» Scalable communication betwesn paraliel
applicatbans
= [Maintain independentload balancing for both
applicatbans

We need a fast boundary value problem solver,
but we also need to couple these two codes in a
way that is not going to degrade ParaDis’s
performance too much so that we can still get
to that stress/strain response out to the percent
strain levels. We are working with Lawrence Livermore using their ParaDis code, and we have
developed our own finite element code to solve that boundary value problem. We use a coupled,
distributed shared memory to transfer data between the two sets of code. The code has been written
as two completely separate executables with their own parallelization strategies.

The Nation's Premier Laboratory for Land Forces

URCLASSIED

The distributed shared memory is used to communicate between the two programs. Out finite
element code needs to know the locations of the dislocations to calculate the boundary conditions
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and ParaDis needs to know the forces from our FEM code. The data is transferred back and forth
between the programs as solutions are generated. A significant amount of data is generated
requiring the processes to be run in parallel.

This approach gives us two advantages. The first advantage is that our two separate codes can be
developed in parallel. Lawrence Livermore is developing ParaDis and we are developing the FEM
code, allowing us to work independently and collaborate on a few key items. The second advantage
is that the calculations can be run in parallel. ParaDis can compute the n-squared calculation at the
same time that the FEM code is solving the boundary value problem. These are the two most
computationally expensive portions of the code, and running them in parallel increases efficiency.

UMCLASSIFIED

Load Balancing ARL

Displayed is a test simulation we ran on a
. cantilever beam with the dislocation
2 distribution seen in the top right figure. We
applied a force on the end of the beam and
s w = studied how the dislocations evolved. The
essgPs beam is seen in the image on the left. The colors
L represent different processors used to calculate
the boundary value problem. The initial
: e 28 _ . dislocation density can be seen in the graph on
FEM mesh distributed across 384 PEs e d"'““";‘c"r::‘s"iﬂﬁi":" et the top right of the slide. As we apply a load to
one end of the beam, bending it, we get unique
high stress on the top and bottom, but no stress
along the neutral axis. The dislocations hit the stress-free region and stop moving, resulting in a
high dislocation density on the neutral axis (as seen in the lower right image). As the dislocation
density increases, the number of processors that ParaDis is using must also increase, but the FEM
processors remain constant throughout the calculation.

Separating the applications
enables independent domain
decomposition strategies
and resource allocation,

UMCLASSIFIED

/ ﬁﬁgcﬂm Locally active dislocation mechanisms ARL Our key interESt is StUdying the pIaStIC
deformation occurring in armor materials. We

+ Plastic deformation near material heterogeneities leads to locally

in BCC Miabium matrix DD-FEM Simulation

activated distocationmechanisms examine the plastic deformation near material

. Dislooation nucleation heterogeneities, which lead to locally activated

+ Pa e by-pass and pinning . i K R
* These mechanisms lead to void growth dislocation mechanisms such as cross-slip,
» These mechanisms also increase local dislocation density leading to . R . R

hardening _ dislocation nucleation, and particle bypass. We
ot S - would like to learn how these single

mechanisms influence the overall stress/strain
response of the large-scale simulation. Our
ability to model these single mechanisms is
critical to the study.

The Nation's Premier Laboratory for Land Forces

Cross-slip and some of the other dislocation
mechanisms lead to void growth. If a void exists within a material, it emits prismatic loops (as
seen in the central image). These loops cause voids to grow, eventually resulting in ductile fracture.
A second area of interest is the accumulation of various dislocations around particles. The
dislocations increase the effective size of the particle.
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Prismatic dislocation loop formation AR". H?re V\./e have StUdIed the formatlor? Of a
prismatic loop around a void. The top images

show a void, or essentially a free surface within
a material. We want to look at how prismatic
loops form as a dislocation peels off of the void

(as seen in the first image) and cross-loops

Dislocation nuckeation leading to the § then of & prismatis o

Alternative mechanism for POL generation throwgh helical colling of a screw dislocation

) Screw dislocation with b=[111] around it (as seen in the second). This entire
ANOWAN study is enabled by our ability to accurately
" model free surfaces, and would not be possible

\)@\@1\1 / on regular dislocation dynamics code. From
2 these high resolution simulations we are able to

LB Wurctay, 12, Crev, L K “Tha reie o bes st rpte Matriaa, (103) 2072

v e e find a barrier to prismatic loop formation. It is
well known that dislocations are naturally attracted to voids, but we have discovered another
mechanism, the curvature of the free surface, which delays the formation of prismatic loops. This
mechanism was not considered in the development of classical models.

In addition to studying dislocation formation, we also examined the evolution of dislocations
already present in materials. As seen on the slide, screw dislocations around voids will start coiling
and form helical coils. These helical coils have been previously observed in some materials, and
were assumed to be diffusion-based mechanisms. Through our simulation, we discovered a stress
driven mechanism. Some have speculated that the helical coils will lead to whisker formation,
signifying that we may have found a stress driven formation of whiskers.

UMCLASSIFIED

Ny 0 a third study, we looked at obstacle
' strengthening. If a dislocation is driven against
an obstacle, it hits the obstacle and a higher
shear stress must be applied for the dislocation
to bypass that obstacle. We want to know the
critical stress required, because it determines
| the overall stress/strain response of a material.
_ Y . Particle separation and particle size are two
: m e factors impacting the critical stress. Through
Modifedobstaciesenath —high resolution image stresses calculated by
2L R “{\a{mu] our FEM code, we found a lowering of the
e r—rome  cffect of particles. Prior to this study, only the
segments of the dislocation intersecting the voids were modeled, but we found modeling the entire
dislocation was important in getting the correct image stresses. Based on our study, we discovered
a modified obstacle strengthening model, which is parameterized differently than the original
model.

= Experimentally observed increases in yield
strength and flow stress due to pinning of
dislocations at voids

= Classic models unable to accurately treat
image forces

* Updated model includes accurate free

surface effects and stress concentrators

Shows volds are weaker obstacle than

predicted by classic model

T [b /(L + R
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psmpesesrw——T-Tl \VVe have all of these single mechanisms, and
would like to combine them to discover how
each one affects the overall stress/strain
response of a material containing multiple
voids and dislocations. As a first step, we
calculated the stress/strain curves for materials
with different void densities and different
initial dislocation densities. By turning the
mechanisms off and on and comparing the
stress/strain curves to the perfect crystal, we
: ; W can look at the effect of each mechanism. We

A eIl can then build more detailed atomistic models
around the dominant mechanisms to better represent the physics. If we find that certain
mechanisms or combinations of mechanisms do not affect the material response, we do not need
to expend the effort on atomistic calculations. The tool can be used to drive future developmental
work.

v LIREa%lar ion of Al
- Initial dislocation densities (p) of 1e13
and 5613 mt
- Void volume fractions (f) of 0, 0.2, and
8%

* Increased 0.2% proof stress
for high density of voids

« Effect of voids sustained only
in high dislocation density

As seen in the graph, blue depicts the response of a perfect crystal. The red curve is the response
of the crystal seen in the lower center image. Two dislocation densities can be seen in the chart
differentiated by the dotted and solid lines. We saw that a lower dislocation density results in an
increase in yield strength if there is a high void density, but the overall flow strength remains
constant. A high void density results in a large increase in the yield strength. These were the results
of some preliminary calculations, but we intend to include more physics in future models.

UMCLASSIFIED

W) AbECom  Summary and Future Efforts ARL Right now we have a unique methodology for
modeling dislocations and some types of

Summary of Results

. D?veloredtl:‘niquemethodology for dislocation modeling with microstructures. We are |OOking at misfit
microstructure . - -
+ Scalable algorithm bling 100x ir in sy size from previous partICIeS and free Surfaces! WhICh IS Why we
staterofithe-art modeled voids. We will expand our code to
+ Diverse team for algorithm development, physics-based modeling, and . . . .
validation model materials with different properties so
e A e e that we can move towards a polycrystalline
* New data transfor aigorithms dislocation dynamics code. We have a scalable
+ Fast multipole method to reduce O{N?) to O(N) - - - -
. Botir ho::d,,, velue solvors algorithm able to model a 100 times increase in
+ Improve physics for capturing dislocation-microstructure interactions the size of our finite element model through
* Long-Term: Model polycrystalline plasticity through the direct numerical H H
p of dislocati some of the coupling methodologies | have

The Nation’s Premier Laboratory for Land Forces d|SCussed .

We have a team for algorithm development as well as physic-based modeling and validation teams.
Experimentalists are currently validating the code through electronic film studies since the
dislocation density is low and they are able to track the evolution of individual dislocations. We
can then reproduce the results with our code.

Our future efforts are new scalable algorithms for the data transfer because that is one expensive
part of the code. A fast multipole method is already implemented into the ParaDis code as a coarse
graining technique, but we do not currently take advantage of this application. We plan to develop

128



a better boundary value solver since that is another expensive portion of our code. Furthermore,
we intend to improve the physics for different microstructure interactions with the long-term goal
of being able to model polycrystalline plasticity through the direct numerical simulation of
dislocations with strengthening and inverse strengthening effects.
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Phase Field Simulations of Structural Transformations in Crystals

Dr. John D. Clayton
Impact Physics, US Army Research Laboratory
Aberdeen Proving Ground, MD
Office of Advanced Engineering Education, University of Maryland
College Park, MD

Abstract

Over the past six years, phase field theory and computational software have been advanced by
ongoing fundamental scientific research programs at the US Army Research Laboratory (ARL).
Specifically, a novel nonlinear theory based on incremental energy minimization for deformation
twinning and/or fracture in anisotropic single crystals and polycrystals has been implemented in a
parallel finite element code. An overview of model/code capabilities and key results to date will
be given. The latter include validation studies, prediction of twinning in nano-indentation and at
crack tips, and prediction of size or scale effects in fracture of metallic and ceramic polycrystals.
Results suggest the potential for discovery or design of engineered materials with intra- and inter-
granular microstructures—e.qg., grain size distributions, lattice arrangements, and secondary grain
boundary phases—tailored for globally optimum mechanical properties such as maximum strength
or ductility. Issues encountered to date regarding software development and maintenance will be
noted and opportunities for future collaboration will be proposed.

In collaboration with Dr. Jarek Knap, Computational Sciences, Army Research Laboratory.

Biography

John Clayton has been a member of the technical staff at ARL
since 2003 and is presently leader of the Multi-scale Mechanics
Team in the Impact Physics Branch. His research interests
include theoretical, computational, and analytical modeling of
behaviors of materials, with a focus on mechanics of crystalline
solids. He holds a Ph.D. from Georgia Institute of Technology
in Mechanical Engineering (major: solid mechanics; minor:
applied mathematics); he was an NSF Graduate Fellow and a
graduate intern at Sandia National Laboratories (2000). He was :

awarded the NRC Post-Doctoral Fellowship in 2003. He has authored about 55 journal papers (25
sole-authored) and two sole-authored books (Nonlinear Mechanics of Crystals, Springer 2011;
Differential Geometry and Kinematics of Continua, World Scientific 2014) and given numerous
invited lectures in international conferences and at various universities and national laboratories.
He presently serves on the editorial boards of four technical journals, has guest edited two other
journals, and has been a reviewer for around 50 other journals in engineering and physical sciences.
He has co-advised several Ph.D. students at universities as well as post-doctoral scholars under the
Davies Fellowship program at USMA (West Point, NY) and the ORAU program. He received the
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ARL Award for Laboratory Publication of the year (2011), the Army Special Act Award (2014),
and five ARL Director’s Research Initiative Awards (2005, 2006, 2010, and 2013-2014). He has
been an active member of the American Academy of Mechanics, American Physical Society, and
American Society of Mechanical Engineers. He also presently serves as an adjunct professor in
the A. James Clark School of Engineering at the University of Maryland where he teaches a
graduate course in finite element analysis (summer 2015).
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I will be talking about phase field simulation
3 today. 1’d like to acknowledge my collaborator
5o Jarek Knap, his name has been on a few of the
previous talks as well he is a great person to

F l R L work with at the Army Research Lab (ARL).

Phase Field Simulations of Structural Transformations in Crystals

John D, Clayten
US Army Research Laboratory and University of Maryland DAEE
ishn.d.claytont civiBmailmi, idoadl@umndedy

Jarek Knap
US Army Research Laboratory

CECD Enabled Materials

University of Maryiand, Coage Park, MD
20 May 2015

{UcLasseEn The Nation's Premier Laboratory for Land Forces

S— V] - FOr those not familiar with the phase field
\* ) RDECON  Phase Field Method: Overview and Summary ARL

method, it is a continuum method based on
PnasineED:;;rdn:r:rt;lﬁcalworkofCahn.HiIIiald. ABen, Ginzburg, Landau ... theoretical work gO|ng back to Cahn and
- iffuse interface approach - - -
- Ortrpumetery o phses pei gaders o atces . Hillard, and perhaps even earlier dating back to
Fmostmess-FEN ) _ the 1950’s, and it is known as a diffuse
" et b s = [ W(F,q)dil+ _[_,r (. V) de2 .
[ ] [ ] interface approach.
- f@¥m=_ pm + sVl
e E So say you want to simulate two different
) =W (dx/ X, i7) = strain eneTgy . . ) )
oo s [ koo phases of a material, say a liquid and a solid
o al ayton nap, -present in in H H
- Deformatontiming e (these two phases are represented in graphic 1).
— Fracture D‘U:H ol . .
- Aownmn In the diffuse interface approach we smear out
= Voratorlapproah et enray miizaton sl pouny conians auassitcs the interface and we have some gradient as well

URCLASSFED The Nation’s Premier Laboratory for Land Forces

as what is called an order parameter that
distinguishes between the two phases. Whereas, in a sharp interface model you would just have no
gradient. The advantage of using the phase field model is that you can get a somewhat regularized
and mesh independent result, also you can construct a model with relatively few parameters based
on energy minimization principles from material science. It is good for handling multiphysics
problems and the smoothness of the gradient lends itself well to finite element methods.

So what is shown in equation 2 is an energy functional, where the total energy is the sum of the
integral over the body of some elastic strain energy (first term on R.H.S. of equation 2) plus some
interfacial energy (second term on R.H.S. of equation 2). The interfacial energy will at a minimum
consist of two terms (shown in equation 3.a), one is a function of just the order parameter which
will tend to cause your interfaces to shrink, and another term is the gradient term which penalizes
the sharp interfaces. It is the competition of these two terms that yields a prediction of
microstructure and a prediction of the width of an interfacial zone. Here (referring to the elastic
strain energy used in the functional shown in equation 2, whose functional dependency is then
expanded upon in equation 3.b) we are actually using a large deformation theory where F
(appearing as an argument to the strain energy function) is the deformation gradient, for those
familiar with continuum mechanics. We also consider in these problems a variational approach for
quasistatic where we minimize the energy functional subject to certain boundary constraints.
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Work to date, with Jarek, over the past 6 years, we have looked at deformation twinning in crystals,
fracture mechanics, amorphization in crystals. In addition we’ve considered geometric and
material nonlinearity and anisotropy, combinations of these things we think are new and have not
really been addressed by other groups in phase field modeling for mechanics problems.

e R So next | am going to go over a few example

e problems in more detail to give an idea of what
e el e gt 30, U 21 we’ve done. We began with a 2-D code and 2-
— At natch tips in calcite, sapphire, magnasium [Claylon & Knap, Acta Mater., 2013] . . . . . .

e e L D simulations first looking at twin nucleation

in pure magnesium. The next problem we
looked at was indentation by wedges in
transparent materials (graphic 1), calcite and
sapphire. The interesting thing is that we have
experiments done and there has also been a
good amount of work done in the literature on
the indentation in calcite which is a softer
e transparent mineral, and what you see there is
that if you do an indentation and then remove the indenter the twin will pop in and then remove
back out, which is kind of neat as it is a reversible twinning. We also looked at twinning induced
by stress concentrations at notch tips in calcite, sapphire and magnesium (graphic 2), where the
twin plane is oriented in the direction of maximum shear stress and you have your notched body
loaded in pure K1-loading. We did some complementary validation experiments using the calcite
with spherical indentation (graphic 3), where the tip in graphic 3 looks conical, but when you get
close to the tip it is a spherical indenter. We have also done some fairly large 3-D simulations
(graphics 5 and 6?) using the phase field model and obtained reasonable validation, at least for the
initiation of twinning (graphic 4). As the force became larger our simulation tended to under
predict the length of the twin relative to experiment.

UHCLASSIFIED

T, ARMY - e
\# | RDECOMN  Pphase Field Simulations: Brittle Fracture ARL

The second problem we looked at was brittle
fracture. We began by considering single

Single crystalsfint. J. Fract, 2014]

et | % Wi ¥ crystals or homogeneous bodies, first
- Vinelestcinclusiors A .- - = validation of the model for pure mode 1 and
Polyc:ys:i;i:z:;;ia:::cl.mﬁl —'l' -"---'-":._ e mode 2 |Oading (graphiC 2) We looked also at
B ___;! +=  anisotropic materials, so say we have a
- cleavage plane where a material tends to

- - fracture in a single crystal that might be

misoriented relative to your notch. Then in
graphic 8 we have a validation result for this
situation where we compare with an analytical

e el linear elastic solution for a misoriented
boundary, so you might have a crack going in one direction but it wants to meander on the cleavage
plane.
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We also looked at what happens when you put an inclusion, or a second phase particle in front of
your notch (graphic 3), and whether the crack will deflect around that inclusion or cut through. So
we observed the crack going around the inclusion and rejoining on the other side, which is called
crack bridging. A common method of strengthening ceramics is to place secondary phase particles
within them to arrest the growth of cracks and prevent cleavage cracks.

We were able to parameterize what would happen if you were to increase the stiffness of the
inclusion or the strength of the inclusion relative to the surrounding material, and whether or not
you get deflection or fracture cutting through that second phase. Another problem we looked at
was fracture in polycrystals (graphic 1) so we have meshes of dozens, or even hundreds, of grains
that may be anisotropic both in terms of the cleavage planes and the elasticity. We can put layers
of secondary phases in between these grains to account for interfacial impurities or amorphous
zones, both of which are common in the Army’s armor ceramics such as silicon carbide. We were
also able to make a Hall-Petch prediction by shrinking the grain size of the ceramics and observing
the strength of the material increase. This was qualitatively in agreement with some experiments
which have been done. So graphics 4-7 are just a time sequence of a polycrystal being pulled in
tension where you can observe the crack propagating through the grain and grain boundaries.

UMCLASSIFIED

') RbECOM Phase Field Animations  ARL

So I will show a few animations as well to give
you an idea of what the simulation looks like
(graphic 1). On the left is the animation of
fracture in the polycrystal, this being silicon
carbide, with weak grain boundaries, and we
actually seed the material at one edge to induce
cracking and as the simulation proceeds you

e csisge g i syt can see the damage start to develop. As you are
:::.T::;;:wlm sy .R.‘-‘g‘e:z.singbcws:al. mode | Ioading, notch pU”mg apart the damage zone starts to grOW
eeh o e e Tesmmans s and the material weakens.

- 50 grains, random lathice orientation - Order 1)+ twinning eig
- Orelies paramater n « sliffnessreduction - Elemants invisible If fracture ordes pararetes > 0.9

The simulation on the right is something we
have been working on recently where we have
two order parameters at once, we have a damage and one twin system in this 2-D simulation. So
the twin system here is oriented at angle relative to the notch (as shown before in slide 2 graphic
2) and the fracture model is actually isotropic so that the fracture can occur anywhere. We also use
comparable surface energy for the twin boundaries and the fracture planes, and what the color
represents is the twinning transformation. For the simulation graphic the elements (twins) from the
visualization are deleted when a fracture forms so when an elements goes away it is a fracture and
when you see the color that is indicative of twinning. So (the simulation video begins running) we
see a twin start to form as you pull this notch apart, and eventually it will also start to fracture. The
interesting thing about this model is we can try to learn a little bit more about the interplay between
the two different mechanisms, whether twinning is promoted by the fracture or vice-versa.
Eventually, once the twinning saturates, a mode one crack will form and as that crack propagates
a twin is formed at the tip of the crack. There also occurs some cracking between the original twin
and domain.

! uncLasssED The Nation’s Premier Laboratory for Land Forces
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Phase Field Software

So | thought I’d talk a bit more about the
software that we use. We have an in house code

*  In-house code at ARL, principally written by Dr. Knap »  Testprablem: twin grawth in

L etsssfodoaale : E?Sﬁif?g;apmmm developed primarily by Jarek, originally by

. slement libraries ’ caleble to 612+ processors - - -

| NodiDOF,dupcemnts sodosacpunoas) * Asomesssdssecenime Jarek at least. It is written in C++ where we run

: Mulbbody contact e on parallel machines, we have a library of 2-D

» Multiple mabfnal redels, madular 5,340,680 linear friangular .

" Hrcoded ncremenal s e oo and 3-D elements. It is not a standard
i o] [ Ko .. Clyton, ARLHR-TE0 mechanics finite elements program because in

addition to your displacement degrees of
freedom, you also have your order parameter as
a degree of freedom to your nodes. We use
conjugate gradient energy minimization and
e el Wwe have the ability to account for multi-body
contact, multiple materials at once (which is somewhat modular). Unfortunately right now the
boundary conditions are hard-coded but that is something we want to generalize in the future. We
have seen good scaling up to 512 or more processers (graphic 1) running a twin nucleation problem
in magnesium (graphics 2-3), where starting with a circular inclusion and you shear it, at some
point you are going to get a twin to cut across your domain.

UMCLASSIFIED

WAy -7l SO the work to date is primarily focused on
validation and trend prediction for multiple
material models and multiple materials. What
we’d like to do in the future is expand the use
of this model to more practical application at
the Army as far as optimizing global properties
such as strength and ductility, safer armor and
projectile applications, in addition looking at
different effects of grain size, orientation,
inclusions, grain boundary phases. What we
have proposed doing to our management last

el year was a hierarchical framework (graphic 2)
were we use MD or some finer scale model to feed into phase field and give us energy potentials
as well as surface energy and other similar properties. In addition, use phase field to represent
boundaries (graphic 1), were the application of the simulation displayed was a layered
nanometallic system, also continuum mechanics and crystal plasticity code for doing larger scale
things which are beyond the reach of the phase field model.

i
Work to date

~ Primarily validation and frand pradicions for
different modeds and materials

Anticipated future work
—  Pradictive design tool for optimum gichal
prapefies
+ Strangth, ductlity
+ Grain size and orientation, inchisions, orain
boandary phases
~  Comgonent of hierarchical model ramework
+  Behawar atinear boundanas and interfaces
+ Bridpa betwesan MO and classical
continuum mechanics resclutions

Challenges and opportunities

— Internal &1 funding: highly compstitive at ARL
Director Leved

- 2014 D5l proposal 2 place among Pundrads.
but stk urfunded

- Colaborative rasearch with univarsitias: AR,
SIOW FEVIEW rOCass

—  ARL open campus. can bring in researchess at no
cost to aither side, induding foresgn nationals

— [Easy oplions: summer students, post-docs
tfundad by ARL}

Some of the challenges we have include funding, for example we received second place in a
director’s level proposal, making it all the way to the end and getting nothing because only the top
proposal received funding but that’s the way it goes at ARL. However, there are other opportunities
such as collaborative research, which has historically been done through the Army Research Office
but unfortunately this tends to be a very slow review process and people tend to move on by the
time things get funded. Recently ARL has started the open campus initiative where researchers
can come in at no cost to either side, including foreign nationals, it has also become a bit easier
now than previously to get guest researchers to come and visit ARL. Probably the easiest and best
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option for collaboration with universities is the summer students and post-docs which can be
funded directly by ARL rather than going through the Army Research Office.

L ~n SO as My final slide, I am teaching a course here
Graduate Course Announcement 4L . . . ..

this summer in applied finite elements for
anyone who is interested, or has students who
FUENMGI2  Apoled Finke Bement Moot et Thure 6:00pm-8:40pm might be interested please encourage them to
e o sign up so that they do not close the course as
there are only 5 students currently registered
and the minimum is 7. | was told that students
tend to wait until the last minute so it may not
be anything to worry about but I’d like see it go
through so if there is any interest please
register.

PLEASE ENCOURAGE STUDENTS OR COLLEAGUES TO SIGN UP ASAP!

A. JAMES CLARK SCHOOL of ENGINEERING * UNIVERSITY of MARYLAND

The Nation's Premier Laboratory for Land Forces And thatss al I I haVE.
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Materials cartography

Dr. Stefano Curtarolo
Department of Mechanical Engineering and Materials Science, Duke University
Durham, NC

Abstract

In this presentation, we will introduce electronic and structural fingerprints for representing and
mining the material space offered by online repositories. Examples will be given to assess the
challenge of accelerated materials development.

Biography

After studying Electrical Engineering and Physics in Padova, Italy,
Stefano received his PhD in Materials Science from MIT in 2003.
Since then, he was faculty of Materials Science and Physics at Duke
University. During his time at Duke, SC received the ONR-Young-
Investigator, the NSF-Career, the Presidential PECASE Awards, the
International Union of Pure and Applied Physics - Young Scientist
Prize in Computational Physics, the Stansell Research Award and the
2013 MURI Award for strategies in element replacement. SC was
promoted to Associate in Oct.2008 and to Full Professor in Feb. 2012.
Currently he has more than 100 refereed publications and more than
160 invited departmental seminars and talks in national and international conferences. At Duke
University, the SC's group started and mantains the “on-line ab-initio aflowlib.org
<http://aflowlib.org/>" consortium containing free energy information and electronic
characterization of more than 700,000 entries/compounds.
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Materials Fingerprints + Materials Cartography =
Accelerated Materials Discovery

DOD, DOE, DHS, NIST, NSF, CRAY
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Today | will talk about accelerated material
discovery through material fingerprints and
material cartography. More specifically, how
we use these databases and techniques to look
for correlations and find new and better
materials.

What is material genomics of fingerprints?
First, let us talk about how experimentalists
look for new materials. They perform
experiments, parameterize the materials, and
get the fingerprints like those shown in the top
left graph. They perform a lot of experiments
and put these properties in a table or picture to
see the development of the materials, how to
look for the directions, how to tune these
materials to pursue new directions, and so on.

We would like to get the same information, but
through our computational methods. How do

we want to do this? We want to create the fingerprints, which are exactly the same as the
experimental approach, but represented in a computational format. The image on the bottom left
is an example of a Q-R barcode that we see all the time, and | will show you how it is created.
Once we are able to look into the fingerprints, we try to make tables of the properties with respect
to the fingerprints, and look inside the region where there are properties of interest. Once we are
able to do this, we go back to the experimental properties and we are able to predict materials and
inform experimentalists what to test. The idea is that instead of going clockwise, we go counter-
clockwise, and we might be quicker, better, and able to explore systems that are hazardous to
experimentalists such as toxic elements or explosive combinations. To do this, to create the

fingerprints, we need a database.
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Here is the database that we have been
developing for the last ten years. This is the
AFlow consortium. AFlow stands for
Automatic Flow for materials discovery. It is a
sort of Google of materials. You can search for
a combination of elements, identifiers, or
ICSD, and you can get applications such as
phase diagrams. It is getting more complicated,
but also more powerful. AFlow is a big
consortium in which there are 9 universities
including Duke. Listed on the left are my
collaborators, including the cofounders.

The image displayed is a periodic table of
materials. You can click the elements and it
displays the properties, or you can search for
particular properties. Below the table, you can
search for descriptive properties, and below
that you can search for functional properties.

Now that we have our database, let’s discuss
the materials. How can you compare two
materials? It is difficult to compare two
materials because they are completely
different. It is like comparing apples with
animals. To compare materials we do the
following trick, suppose that your material is a
periodic, crystalline material. The crystalline
material is described in reciprocal space. In
reciprocal space, every material has a set of
band structures, the solutions to the eigenvalue
equations, forming the levels of all electrons.

We can discretize these lines, and create a histogram of how many times a line crosses each of the
points in reciprocal space. Once we have discretize the band structure, we associate colors to the

histogram quantities.

You can change the calculation by altering the number of degrees, the

distribution, and the number of points. If materials are different crystal structures and not
compatible, for example one is BCC and one is FCC, they have at least the origin in common.
There are always tricks to compare materials that have different configurations.
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MATERIALS FINGERPRINTS 1/2 Once your discretized electronic structures are
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complete, you can generate a picture in which
every compound can be visually represented by
a series of colors, such as the images displayed
in the lower left-hand side of the slide. When
we have multiple pictures, we can use the same
techniques that computational scientists have
been using for the last 30 years to compare
pictures. We create a metric or norm, and are
able to say how one picture relates to a second
picture pixel by pixel. For instance, a red pixel
in the first picture and a yellow in the second,

could equal a black in the resultant plcture or red and red results in a red, and so on.

Fogmpien

MATERIALS FINGERPRINTS 2/2

Density of States Fingerprints gss v s vos

i

— 0;j

=

(D0S)

DOS matehing

Matanals Cartography Fingarpnnts, Chemn Mabar 101021/cmS03507h (2014)

A potential model for Materials Shakes

V(R;j) = 1/;*2?-,3- - R?

Fogmpien

Coulomb
repulsive

harmonic
attractive

|

[CER

—

MATERIALS CARTOGRAPHY

MD: temperature, annealing and quenching
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Once you have the resultant matrix, you know
the distance between the two materials. When
you have the distance between the two
materials, you can calculate a force. For
instance, materials that are similar have a small
distance and will attract each other. So once
you have a distance between the two materials,
you can create a simple potential comprised of
a Columbic repulsion plus a harmonic part,
proportional to the relative proximity of the
materials.

Thus far we have calculated fingerprints,
norms, and potentials. With the potentials, you
can now run molecular dynamics within the
space of all possible materials. In these
calculations, each material is a point leading to
a calculation with hundreds of thousands of
dimensions. The calculation is performed by
first annealing and then quenching the system.
Upon quenching the materials, we look for
trends of materials aggregating in similar
regions. This process is called materials
cartography.
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MATERIALS CARTOGRAPHY For example, in this plot that looks like a “V’
we see that the thickness of this “V’ is the

diversity of electronic structures. It is wider
with more diverse materials as a function of

amongat connactiiy how many elements there are. This is intuitive,
0 ™ *‘*’ in that if there is only one element, there will

<[HU> : K be very small diversity, but if the number of
species is increased, then the electronic

structure gets more diverse. Since we can

DOS cartography .

shows diversity

r DOS Network
*  Band Structure Network

distribution

S > 07 ok ! J—— = parameterize the angle, we know the diversity
2 0.7 — stic with respect to number of species. Depending
...... it Cartograpty Frgwprins,Cre e 10021 SLESUTR 2018 s on the materials, the calculation may have

enough dlverS|ty Wlth tertiaries and quaternaries might be unnecessary to the calculation.

MATERIALS CARTOGRAPHY Moving on to band _structure cartograph'y, we
see that upon annealing all the materials in our
BS cartography : v

shows clustering

library (approximately 50,000 at the time of
this experiment) they quench and they create
this picture resembling France. You can see
that similar materials tend to aggregate or
coagulate in similar regions. For instance, the
circled portions on the chart display areas with
metallic compounds with non-metallic atoms,
ceramics, etc. More importantly, we can
include experimental data and see if material
reim Mloras Carcaraphy Fingrprints, e Mot 002416035073 2014 «w properties are grouped together within material

Experimental T, | Lo
! ¥
|

S > (0.7 — stick

This plot displays the experimental superconductors in our library, color-coded by critical
temperature. We see that the good superconductors tend to aggregate in the circled region. The
graph indicates that materials far away from the circled region are unlikely to have high critical
temperatures. Whereas new materials inside the circled region have a favorable chance of high
critical temperatures, and would be valuable experiments. This coagulation based on material
properties gives us the potential to accelerate the discovery of new, better super-conductors.

Of course there are always exceptions. Some materials are outliers, or orphans, and are different
from all other materials. For example, magnesium-diboride is unique, and known to be dissimilar
from other super-conductors. It is located in the lower right-hand portion of the chart, separate
from all other materials.
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Could we exploit this correlation to predict
critical temperatures? Here we have plotted the
predicted critical temperature based on the
plots on the previous slide. We have used a

Predicting T_ ?

Exploit cor with

*  Random Forest (RF) and Parfial Least Squares (PLS) fechnigues fed by B5- and DO 5-
fingerprins

»  ourlistcontaing 466 superconductors

R T model based on random forest, and matched
T asanatiestnigh fingerprints to predict critical temperatures.
d A something wrong in between

. does a threshold exist 7
e " Is any low Te vs Tc different

As can be seen in the graph, the model works
well at low and high critical temperatures, but
does not work in between. This suggests that
the physical mechanisms of low critical
temperature and high critical temperature must
be different. If the physics remained constant,
there would be no threshold between temperatures, and the ability to form predictions at low
temperatures could be extrapolated to high temperatures, which is not the case.

predicted log(T, |
AN
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experimental log (7.}
are not enough !

fgmprian Matsrials Cartograpfy Fingermrnts, Chem Matar 10.1021/cm503507h (2014}

Instead of using the model to predict an exact critical temperature, we use it to see if a material is
likely to have a high or low critical temperature.

Is T, higher/lower than a threshold ?

a %+ g oG oo B b N X o o= o o= om
' + 71N % ANV
Hi o o Wi o S S
$
Cu Cu Cu 05«(
s 2 5 i
b o

d)

In addition, we can also add structural
fingerprints such as connectivity. The colors
here indicate the geometry is expected to
increase or decrease the critical temperature.
This kind of geometrical fingerprints are
commonly used in the medical industry to
make drugs with specific properties.

Crystal structure
fragments, through
unit cell

beyond
unit cell

f)

g h)

fo— Matsriafs Cartography Fingsrprints, Gheen Matar 10.1021/cmS03507h (2014) 12
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Assuming that there is a threshold between low
and high critical temperature, we can calculate
it by maximizing the correct predictions that
we have below and above the threshold. We
can move the threshold and minimize the

ted bog (T,

v LS o Tre=20K
® B8% success T,5T

predie
.
a

. 92% success To>Ty,
"-', £ 95% cumulative (S-fold cross validation)

Y

cxperimental log(7.)

...... Matenials Carfograghy Fiagamvinis, Chem Matar 10 1024/cms03s0m (204)

wnspeses number of false positives and true negatives
= . timize the thresl - - H
o | [MINgtragments) & MINGNIOUT error) until we find the correct value. Through this

process, we found that the optimal threshold
temperature is 20 K.

At 20 K, the rate of success in predicting if the
critical temperature is below the threshold is
98%, and above the threshold it is 92%.

Overall thls glves a success rate of 95%. What do these number mean? If an experimentalist
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comes, and asks about a specific compound, we can simply find the band structure, taking half a
day instead of two months of experiments, and know with 95% probability if the material is a good
superconductor. We are not able to tell the exact critical temperature, but we can decide if it is

worth testing.

Finding new superconductors with HT Our new process becomes the first find all of

RECIPE for HT search of superconductors
+ W stan with the streciure, you name it
+  BS- DOS-fingerprints will s&y where it is

TO BE CONTINUED

with a surprise
for PICS2016

T=Ty ]Ie"p IN The race and ses Where
Ihey are in the hlstog ram.

g - Matsnals Carography Fingarprnts, Ghern Matar 10 1021/cmS03507h (2014)
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the compounds that are inside the circled
region on the chart. Next we can add the
geometric factors to the fingerprints, and the
ones that have all green structural fingerprints.
Finally, we can test these materials. The results
from these experiments will be reported after
all experiments are complete.

For a second example, instead of looking at
accelerated fingerprints of materials, we can
take a formula-based approach. This example
will involve thermoelectric devices.

First, what is a thermoelectric device? A
thermoelectric device converts the flow of
electronic entropy into electronic current.
Entropy is disorder so they create a flow
between disorder and order. Disorder is
imminent, and is everywhere. By the flow of
disorder, you have a flow of current because
each particle is charged. If you follow the
calculations and models, you find that the
thermoelectric figure of merit, which expresses
the quality of the thermoelectric device, is the
ratio on the top left.

The figure of merit is the ratio between the
power factor times the temperature and the heat
conductivity. The power factor is relatively
simple to calculate, but the heat conductivity is
very difficult. We will discuss today how to
approximate the figure of merit less
expensively. The idea is that to find better
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thermoelectric devices, we need to deal with the heat conductivity.

EXAMPLE: Thermoelectricity

NUMERATOR
1) Building POWER factor
going nanoscale

DENOMINATOR

2) Getting k at macroscale without k
for a huge set of systems..
NUMERATOR/DENOMINATOR
3) Going nanoscale with k and
powerfactor and finding new ZTs

17

thirmcadactrics

To deal with the heat conductivity, we need to
find a way to get the conductivity without
having to calculate it.

If we look at the definition of heat conductivity,
it has the Stefan-Boltzman constant, the
temperature, the sum over the phonon branches
(the vibration degrees of freedom of the crystal)
of the Bose-Einstein distribution, the group
velocity (the gradient of the phonon band
structure), the energy of the phonon, and tau.
Tau represents how long two phonons can
coexist before colliding, and the anharmonic

force constants are necessary to calculate this value. We want to minimize the number of times we
calculate conductivity because it takes a few weeks for each material.

Welcome to thermal conductivity

i FGP

Formulas Genome Project

finding grandparents of complicate formulas

Grandfathering k
human discover of descriptors
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Ling=ay, Broido, Three-phonmrt phase sgace and laffice thermal conducivily in semiconductons. JPCM 20, 165200 (2008) 19

We introduce the Formula Genome Project
(FGP). We want to find the simple
grandparents of complicated formulas. Instead
of solving a formula that is too complicated, we
find its DNA, or grandparent formulas, and
calculate those instead.

Coming back to the heat conductivity formula,
we would like to take a razor and delete the
parts that are difficult to calculate. For instance,
tau is the lifetime of each phonon, and the
group velocity is the speed. Speed times time is
distance, so we delete the tau and the square of
the velocity and instead calculate the heat
conductivity of a single grain instead of overall
heat conductivity of the material. Now, lambda
is the size of a grain. In a generic sinterized
system the grains are a few nanometers.

We can take the razor again and delete the
speed. If we delete the speed, we get the
specific heat at constant volume. We like the
specific heat at constant volume because it is

simple, but the specific heat at constant pressure generally more useful. To go from constant
volume to constant pressure we need to add thermal expansion, but thermal expansion is related
to the Gruneisen parameters, essentially the compressibility of the phonon spectrum. We now have
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three of the grandparent equations for heat conductivity: conductivity per grain, specific heat at
constant volume, and the Gruneisen parameters.

The fourth grandparent gives the scattering rate, how well the phonons can connect to each other.
The three phonon phase space, P3, is nothing more than the integral in the Brilluoin zones of the
conservation of momentum and conservation of energy.

My claim is that these four grandparents are enough to calculate, or to predict thermal conductivity.
Perhaps there are other factors involved in the calculation such as the speed of sound, effective
masses, gap, etc. However, from my work, I have seen that the four descriptors of the grandparent
equations are enough.

Half-Heusler alloys database in AFLOWLIB.org We take, for example, our database of half-

Heusler alloys. The database contains a total of
80,000. Eliminating the alloys that are

minimum Hf mechanically ~ unstable or are  not
semiconducting semiconductors, we are left with 450 alloys.
We cannot calculate the heat conductivity of all
450 because it would take too much time.
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Camete sf al, Finding unprecedentedy Jow-4 hall Heusier semiconductons wia HT Phys. Rew. X4, 011019 (2014) 20

Machine learning correlator and predictor

We want to come up with a minimum amount
of alloys to calculate. How do we do this? You

AFLOWLIB half-Heusler database .
take one alloy out of the 450. We calculate the
{Rgrain: co, P3,7, s, me.mn, Eg, @it} heat conductivity of this one alloy. We obtain
1 D Py o ot the atomic force constants, solve the Boltzman
A-PRIORI INFO — Transport Equation, and get tau. From tau, we
st poston, - wemy A CORRELATOR lculate the heat conductivity. We put thi
e.reclrronegan;my.chemac (random forests) :> calculate € heat conductivity. e pu IS
a scale [Feftifor] calculated value inside a random forest
A-POSTERIOR! INFO R catouama (7 calculator and try to predict the function shape
Laftices, Ef, Bom effective « a .
oharges, dielectic onsor, Loaring by oxamples {@q,_,f._a} of thermal conductivity with respect to the four
com characterize R - - .
from anharmonic FCs - descriptors. Choosing a second material, we
e st s e 58 or088 2018 = calculate the accuracy of the model, and repeat

the calculation and model calibration if the error is greater than 1%. Eventually the cross-validation
is within 1% of the calculations.

Through this process we have found that calculating 32 materials, provides a model that predicts
the other 418 within 1%. The model was formed based on 31 random materials, and then the 32"
was used to verify the 1% accuracy. No matter which materials of the 450 are chosen, 32
calculations yields the best possible prediction for all of the other materials. The group calculation
time was accelerated by a large factor.
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In addition to calculating thermal conductivity,
we have also calculated sigma and P in several
previous articles. With these three values we
can calculate the figure of merit for all half-
Heusler alloys, and then plot the figure of merit
with respect to temperature for p and n types.
Here we display the spread of the 75 systems of
the 450 that were possible to make.

Even better, now that we have the answer we
can reverse engineer the problem. We know
which materials are the top 25% and try to find
simple descriptors to locate these materials. We
introduce four very simple descriptors electro-
negativity (chi), the atom size (psi), balance or
number of branches, and row and column in the
periodic table. We make a decision tree based
on these four simple descriptors, and identify a
combination of rules to isolate the best
materials.

If we start from 75 systems and eliminate the

ones with a difference in balance of less than 10 between ‘a’ and ‘b’ atoms, we are left with the
best 49. If we make a statement about the electro-negativity of the third element, the best 27
systems remain. Finally, if we make a statement about the position in the periodic table, only the
best 18 are left. The best of the p or n channels could have been predicted with these four

descriptors.

We started from 80,000 total materials and applied very simple rules about electro-negativity, size,
position, etc. and end up with the best 18. This is a total acceleration of 4,400 times, and an example
of accelerated materials design. As a next step, we can give these 18 materials to experimentalists.
More detailed calculations are too complicated and would have required experimental validation.
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Kinetic descriptor: Sm-B phase diagram As a final example, we will look at samarium
(potential kondo topological insulator) boride. We tried to make samarium boride
0 RN N _ because it is a potential kondo topological
' : ' insulator. Looking at the phase diagram there
are several different kinds: samarium boride
66, samarium hexaboride, samarium tetra-
. R boride, samarium di-boride, etc. However,

., i K
", ImP2E) R >

na. v, et e experimentalists were consistently obtaining

12k {tP20) v -
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In order to describe this phenomenon we
: reme s Sam—" sm introduced a new descriptor, entropic
PRN—— APL 105, 222403 (2014) PRX 3, 041035 (2013) 24 .
temperature, essentially the curvature of free
energy. The descriptor factors in the reservoir entropy so that we can predict the different
compounds that will form coming from reservoirs of high or low entropy. High entropy (high
temperature) and low entropy (low temperature) reservoirs have different kinetics mechanisms.
Low temperature reservoirs will push a system with low formation energy. High temperature
reservoirs will form a compound of higher formation energy because the entropic temperature
measures the latent heat reservoir of a material. It quantifies the amount of entropy a material can
absorb during solidification. Using this descriptor, we found that samarium hexaboride was the
expected phase. This was confirmed by many experiments.

the future of materials In summary, these three examples about
development is your hands ——— Materials, formulas, and descriptors, are

Scientific courage, going beyond our comfortable niche examples accelerated materials development.
* Thermodynamics analysis

Sl niG s ustiine Aalysis In each case we needed scientific courage to go
Wlnessla madeling beyond our comfortable niche. For instance, |
This requires was born a thermodynamics analyst, but I had
* Understanding of physics (descriptor) H

g« e, Sl to become an elect_ronlc structl_Jre analyst. It
* Methods to interrogate (correlate) huge amount of data. takes doing a little bit of everything to not only

« Framework development. Commitment from sponsors.
i : _ - get results, but useful results.
'FIVE YEARS plan: have fun with science |

SPONSORS: nttp:iafiowibora  D0INg  these  calculations  requires an

DOD-ONR, NSF, DOE, DHS, BYU, DOD-MURI, CRAY - -

Duke understanding of physics, because from
ST physics you get descriptors. You need to have
standardized databases written in a common vernacular. You must invest in methods to interrogate
large amounts of data from multiple databases and get material properties. This requires a lot of
framework development, which takes a long time, demanding a commitment from sponsors. It is

not the quantity of money, but the stability of flow. The most important thing is to have fun.

I’ll stop here. Thank you.
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Abstract

We are developing techniques to effectively integrate combinatorial experimentation with high-
throughput computational approaches. Theory guided combinatorial experiments can be
particularly effective, but data from combinatorial libraries can also be used to help guide
computations. I will address the experimental side of this integrated approach. As a key
component, techniques to rapidly analyze a large amount of data from combinatorial libraries and
methods to interface experimental data with existing databases are being developed. Some data
formats are particularly challenging because of their spectral or higher dimensional nature. We
map the structural properties across libraries and quickly cross-reference them with known phases
in crystallographic databases and AFLOWLIB, a computational database. Examples of materials
topics include rare-earth free permanent magnets and superconductors. This work is carried out in
collaboration with A. G. Kusne, S. Curtarolo, M. Nardelli, M. Fornari, and G. Hart. This work is
funded by ONR and NIST.
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Integrated materials discovery engine

uA
Permanent magnet library

Ichiro Takeuchi
University of Maryland

Supported by ONR, DOE and NIST

What I’m going to talk about today is how, with
all the efforts in predicting materials, you still
need to close the loop by actually making the
materials. What we do in my lab is rapid
syntheses, high-throughput techniques to make
lots and lots of materials with all different
compositions all at once. We do experiments
like those shown on the slide: new
superconductors, new ferroelectric materials,
and new permanent magnets, etcetera. The
whole idea, with the advent of this material
genome initiative, is how to go about
integrating  experimental  efforts  with

theoretical efforts. That’s what I’m going to talk about today. Our efforts are funded by ONR,

DOE, and NIST.

mbinatorial Libraries of Inorganic Materials

Semiconductor gas sensor library,
Magnetic shape memory alloy library.

Appl. Phys. Lett. 83, 1255 (2003) MNature Materials 2, 180 (2003)

The whole idea for this high-throughput
experimentation is that when you’re out there
working with materials and you decide you
need to improve its physical properties by
changing the composition, you will be much
better off if you can make hundreds of
thousands of samples all at once and rapidly
screen them rather than if you did the
traditional one-by-one Edisonian method. It’s
an idea that started in the pharmaceutical
industry back in the late-80s, and then we
adopted it in the material sciences. In the early
days, we used to do a lot of luminescent

materials because it’s easy to do the initial screen. All you have to do is look at the chip and excite
it, and then you see which types light back at you. Over the years we’ve moved on to more difficult
topics, a few of which are displayed on the slide. Sensors are actually not too bad, because you
just do the sensing of the arrays. We do a lot of magnetic materials, shape-memory alloys, and
ferroelectrics. Nowadays everything is an energy related topic; we do fuel cell materials, battery
materials, etcetera. We make arrays of materials and we try to rapidly screen them. This something

we’ve been doing for about 25 years or so.
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Phase diagram

Let me walk you through how we do this kind
of an experiment. We try to do as much as
possible using think down techniques, because
everything that exists in this plane, everything
that exists in  microelectronics, lends
themselves to allowing us to make the libraries,
characterizing them, and rapidly interrogating
them, etcetera. We would make what we would
call composition spreads. Blue, red, and green
would be three different elements, and we want
to study all the different combinations of those
three elements all at once on a single wafer. We
make our thin film samples in such a way that

we deliberately create maximum composition variations. This is the opposite of usual
microelectronics, where the goal is to try to make everything uniform on a single wafer. Here we
want to make maximum composition variations. Then we will go ahead and map each composition
from the wafer; we typically do this on a three inch one. We can map all the points from the three
inch wafer onto a ternary phase diagram, and at this point we would start characterizing the
properties and the distribution of different structures. Crystal structure information is definitely
also entering the computational arenas as well, and is one of the most important pieces of
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Mature Materials 2, 180 (2003)

information. If you can map the distribution of
materials across the computational phase
diagrams, what different structures exist and in
which areas, your task is more than halfway
done. These days, we talk about actively
incorporating the results from Aflowlib, the
computational database, so we can do rapid
cross-referencing and rapid validation of our
computer predicted results.

What this means is that we’ve had to develop
many unique measurements tools that hadn’t
existed previously, because now we’re talking
about measuring a whole lot of samples all at
once, each one of which is really tiny. It’s a
different mode of doing experiments. We’ve
had to develop new methods of measurements
over the years. This particular method on the
slide, known as SQUID, gives us information
about the particular composition on a wafer,
such as whether or not a particular region is
magnetic.
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@ Rapid mapping of magnetic properties:
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The Materials Genome Initiative

= Effective coupling between
theory and experiments are

Computational needad

Tools

«  Combinatorial experiments
are the natural counterpart to
computational efforts

Exparimantal
Tooks

Digtal
Data

%@\“‘“‘f:::;zm@/
&

- Accelerated experimental
validations of computed
pradictions

We do lots of computations so we can back
calculate and get quantitative information. As
seen on this diagram, magnetization M gives
you the strength of the permanent magnet. We
can combine this with other pieces of
information. On a single wafer, we can map
what we call the functional phase diagram.
Here on the slide is a nickel, manganese, and
gallium ternary.

Sometimes we find out that there are actually
computed phase diagrams, computed like a
thermocal kind of things, together with a few
experimental points. These are all individual
bulk experiments that somebody had carried
out, and constructed this high temperature
phase diagram. Compared to that, on a single
wafer, we can map the complete functional
phase diagram. In this instance, we can say
what was calculated to be the beta phase at 800
degrees at low temperature becomes this phase
change material. This is the typical way in
which we do these experiments.

This here on the slide is the guiding light for us:
the Materials Genome Initiative. We want to
accelerate materials discovery and increase
manufacturing so that we can create lots of
jobs, etcetera. The key components are
computational tools together with experimental
tools and digital data. We’ve been staring at
this for the last four years, so recently we
decided to take this apart.
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We had our tools of high-throughput

Integratio; ofl'lheory and high—throughput:xpzriments experimentation, and We’d aISO heal’d about
tap Step 2 tep . . .
i high-throughput computation, which can create
erimental [N a a:‘u:']hcfm!‘"m:l.:ﬂ.h . gmn?rillﬂﬂﬂl . . .
——‘— - - S sporiments a database like Aflowlib. What if we came up

with a new way to do experimentation where

you run the high-throughput experiment and

the high-throughput computation in parallel so

it leads to the goal that you want? This could

accelerate by the speed in which you discover

new materials at least by a factor of ten. The

o g modaly Points I combinatorial experiments suitable idea is that this whole platform lives in an

environment where you’re constantly sharing

data back and forth between theory and

experiment. In reality it’s a little bit tricky. There’s always meta-data issues. But this is something

that we need to contend with because we would like to get this to work. The key is to have frequent

feedback between theory and experiment. We call this platform the Integrated Materials Discovery
Engine.

Theoretical
Track

Advantages of this approach:

Predictions are sometimes “off” by stoichiometric variations.

The advantage to this approach is pretty clear. The typical way in which experimentalists like
myself used to work with theorists is we would talk to them, give them a call or they would call
me, and the theorist would tell me: “Hey, I think | discovered, or predicted, a new thermoelectric
material, can you see if you can validate this?” This would be a one-off experiment. And what
happens is that the theory is often more or less correct; it has captured the essence of the
phenomenon. But the exact composition is tricky. Thus, it makes sense to widen the region in
which you’re going to be doing the validation and the search. That’s how we can expand the
compositional phase space that you’re going to be doing the exploration in, and that would be the
combinatorial library. So it makes sense to do things in this way. The other way actually makes
sense as well, because to build an accurate model, which computational material scientists do, the
data is taking from experimental values, so the more data you have, the higher accuracy with which
you can build your model. This is the whole point of the combinatorial experimentation: you get
lots and lots of data.

One experiment that is common to all of our
A topics, . Whgther it is energy, materials,
The entire 3" wafer (300 spots) ean now be measured in 2 hrs topological insulators, etcetera, is the need to
Reflection set up do rapid x-ray diffraction experiments so that
we can rapidly map structures across the phase
diagrams. To this end, we’ve set up a couple of
beam lines at SLAC , and it took us a long time
but we finally set it up so that we can show up
KB oanfad sdbeindiibscuriy with our library wafers and within a day we can

s Each wafer produces: 300 MB to 2 GB of image data map five to six wafers. We’re beginning to talk
(ﬁ.ﬂ w/A. Mehta ~oem& about a large amount of data. But right now, it’s
actually still not too bad: two gigabytes of

Rapid structural mapping of combinatorial wafers at synchrotron

Transmission set up
5
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image data per wafer. After a week, we get tens of gigabytes. Another topic that often comes up
in parallel with the kinds of things we talked about today is the rise of big data.

Hundreds of XRD Spectra are difficult to
analyze by hand
4500
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The same is true for any spectral data (Raman, FTIR, etc.)

Data mining techniques are useful for rapid
analysis: non-negative matrix factorization

Fe Pd_
Long et al.,
Rev. Sci. Instrum, 80,
103802 (2004)

We can begin to
construct

structural phase
diagrams

What do you do when you have a large amount
of data? This is what we are doing. We take a
lot of diffraction data, as seen on the slide. The
goal here, in the orthodox material science, is
to just look at one of them at a time, and then
study each peak to death. Then you write a one
PhD thesis. That’s how material science used
to be. But what we’re doing here is different.
Instead of one at a time, we take 500 diffraction
patterns at once. We need to still fight this urge
to study every single peak; you simply cannot
do that, because you’re talking about hundreds
of diffraction patterns.

We started incorporating different data-mining
techniques. We’re actively working with
people in the computer science department to
do machine learning, machine vision, machine
reading, and the like. These techniques have
been around for a long time, but as applications
to material science, especially experimental
material science, it’s still relatively new. So the
idea is to take all the large amounts of data, let
the machine learning techniques run its course,
and come up with ways in which you can group
data together. This clustering method is one
way in which we do these things. We do a lot

of this with my colleagues at NIST. For example, on this ternary chart, each point corresponds to
each composition and its logistic diffraction pattern. By writing this particular machine learning
technique, in this case non-negative matrix factorization, we were able to separate the details of
roughly 200 diffraction patterns into five or six different patterns. At that point, it’s not so bad to
actually go back and look at and try to decipher each technique. This is the bread and butter of

what we do.
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NiST | Integrating ICSD with combi XRD data

Srmedbords and Tachaslogy
US: Cuparvmens of Commurns Mast ternary phase diagrams are not known

Each point on the ternary phase diagram
is one X-ray spectrum (expt)

Points on binary lines are simulated spectra from IC50

They are rapidly mined/analyzed together
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Inorganic Crystal Structure Database
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* The world's largest database for
completely identified inorganic crystal
structures.

= Around 150,000 critically evaluated data
entries.

= 1,543 crystal structures of the elements.

« 26,617 rezerds for binary compeounds.

* 50,779 records for ternary compounds,

= 51,118 records for quarternary and
quintenary compounds.

= About 105,000 entries [74,8%) have been
assignad a strusturs typs,

* There are currently 6,250 structure
prototypes,
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Frequently used for rapid computation of materials properties
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Integrating ICSD with combi XRD data

Moast ternary phase diagrams are not known

Each peint on the ternary phase diagram
is one X-ray spectrum (expt)

Polnts on binary lines are simulated spectra from IC50

/ They are rapidly mined/analyzed together

mean shift theory

Sample Experimental
Fabrication: Characterization:
Combinatorial Rapid XRD Mapping
Library Synthesis of Libraries

AT HEL & Structure
T Scientific Reports 4, 6367 (2014)

phase diagrams, we can actually do rapid
validation of computed results all at the same
time.

We started thinking that because we’re doing
this purely with experimental data, it would be
interesting if we could use theoretical data or
data that’s already been vetted. The Inorganic
Crystal Structure Database (ICSD) is the one of
the largest materials database of studied
materials, with complete information about
lattice constants and many other material
properties. The materials that we are trying to
discover and study have structures that are
close to the materials in the database that are
known already.

We asked ourselves: “When we run this
machine learning techniques algorithm, why
don’t we mix the experimental data together
with the vetted data taken from ICSD?” And
that’s what we’re doing; we’ve written our
GUI, and this works really well.

The next thing we decided is that since we’re
already taking information from a database,
why don’t we take data from a predicted,
computed result like Aflowlib? In this way, not
only are we doing the clustering and the rapid
identification of structural phrases across the

Real time analysis of combinaterial library data (synchrotron XRD);
Integration with ICSD

Scientific Reports 4, 6367 (2014] s
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Mean Shift Theory Clustering: Co-Al-W That’s one of the next steps that we’re
- T i beginning _to do: mixing experimental data
"~y 4. together with data from the ICSD and the
+ st ~ computational tools.
Inorganic Crystal

Structure
Database

Convex hull from
AFLOWLIB

Density Functional
Theary: AFLOWLIB

Simulated diffraction
patterns

Integration of theory and high-throughput experiment: . .
Step 1 Step 2 Step3 To finish up, let me give you an example of

Experimental B how this Integrated Materials Discovery
e Engine flows works.

Theoretical

Track

Example:

Synthesis of SmB, topological Kondo insulator

Topological insulators are really interesting,

Combinatorial Growth and the Robust Topological

Surface State of Kondo insulator SmBg Thin Films exotic materials, and this is all the rage in
Topological insulators: insulating bulk but protected Condensed matter and phySICS Everyone IS
conducting surfaces due to spin-orbit interactions and Studying tOpOlOgical inSUlatOTS. |t COUld |ead to
time-reversal symmetry . . .

informed quantum devices or the basis of a
There has been single crystals of SmB;, but to date .
no report of thin film quantum computer. It turns out materials are
Thin films with smooth surfaces are needed for rea”y trICky Can yOU even make a QOOd

devices and investigation of surface states

topological insulator? One material that we
looked at that’s predicted to be a good
topological insulator is Samarium hexaboride.
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Combinatorial Growth and the Robust Topological
Surface State of Kondo insulator SmBg Thin Films

Boron deficiency represents a significant problem in synthesis
of SmB, thin films:

-> Use SmB,-B pseudo binary spread to find a spot with
correct compositionn

SmB; ( B ]

|
\

Qmm%riatiy

“Somewhere” along the line is SmB;, correct composition

This particular combinatorial experiment was
kind of backwards in terms of the goal because
we already knew the composition that we were
looking for ahead of time. But the challenge
was that to actually make the synthesis of the
material can be really difficult. Here, the
difficulty arises from the fact that the boron has
a completely different kind of vapor pressure
compared to that of samarium. You end up
mostly with a severe boron deficiency. To
remedy this, we set up our experiment in such
a way so that somewhere on the wafer there’s
going to be a composition with the correct

stoichiometry. Again, we know the composition in this case already; we’re looking for the
optimum position on the wafer.

Intensity (arb. unts)

“Known" phase diagram of B-Sm

7m0

¥
5 L Han
& w00 L
B U3
= &
woo || =
3
oo | 8 s & L
A g 5 & (sm) s =
(smy rt
e g
B ar % sm
—

Region mapped by composition spread: we expect SmB;, SmB,, ..

But X-ray indicates that we have SmB; over wide composition

range. Why?
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XRD indicates it is the same
structure (SmB;) with
different lattice constants

This is the phase diagram of Boron-Samarium.
There are a couple known phases already; this
one here on the left of the diagram is the one
we want to make, and we were able to make it.
This region towards the bottom left is the one
that we mapped on the composition spread, so
whatever results we get should mirror this
known phase diagram. We expected different
phases of SmBg, SmBa4.

But what was interesting was that no matter
how many times we’d make this, we’d only end
up with one structural phase across the entire
phase diagram. This didn’t make sense. They
said there’s something wrong with this
equilibrium phase diagram. So what’s going
on? This is when we exchange insights with
Stefano’s computations.

156



We went ahead and calculated the convex hull,
# AFLOW  which gives you information about the relative
stability of the phases, which is the most

Computed convex hull
and entropy diagram of B-Sm system

ol PR ¥ if f o
o2f\ Lo E . i ' | carcuistions important property; if the phase is not stable,
N TR ) you cannot make it. What you want to look for
‘354.8 NP7 in a curve like the one on the slide is the lowest
o T point, which in this case is Samarium
o eamer  tetraboride. That is the most stable phase. So
16 what this says, in contrary to our experiment, is
8% nomicPercent Samarium & that this is the phase of the structure that we
=== SmB, has the lowest energy: should be most stable should see everywhere across the composition
AR EHRENY T spread. But instead, we saw Samarium
But Cooling from the hyper-thermal sputtering plasma, hexaboride. So what is going on? That’s jUSt

SmB, with the highest T, which nucleates first.

looking at the blue curve, the relative stability,
the formation energy, which is, arguably, the
most important parameter. But there is this other parameter, represented by the green curve, that’s
called the entropic temperature curve. It turns out that this parameter could be equally as important
as the formation energy; it depends on through which process you’re synthesizing the material. In
our particular case we get this sputtering, which starts off with this hyperthermal plasma, tens of
thousands of degrees in temperature. To make the films, you’re cooling down from that
temperature to the room temperature, and in doing that, it turns out that the really important
parameter is this entropic temperature, which is a measure of the material’s observed entropy
competing with the formation energy. It’s coming from tens of thousands of degrees, and you’re
cooling it down, quenching it. Evidently, if there’s a compound with a higher entropic temperature,
that’s the one that will dominate the formation. If you look along this green line, it turns out
hexaboride indeed sits on the curve that’s at a higher entropic temperature than the red curve.
There are two opposite trends. In terms of formation energy, it’s the tetraboride. But looking at the
entropic temperature, it’s the hexaboride. This is why we found across the composition spread the
structure that dominates the formation is Samarium hexaboride. Now we’re using this information
to study other material that have similar compositions. We’re looking for new topological
insulators and we’re looking for new

Superconductors.
Summary
In summary, | wanted to give you a snapshot of
- Combinatorial approach is the natural experimental the type of th|ngs you have to do. You have to
counterpart to computational efforts . .
do all the computations and you still need to do
+ Interesting new compounds (structural boundaries) can rapid validation. This h|gh-thr0ughput

be systematically explored

experimental technique is the natural
counterpart to the computational efforts, and
we are actively developing ways to integrate
theory and experiment: a challenging task.

+ We are developing integrated
theory/experiment approaches to
materials discovery

Thank you
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Evolution of ALE3D, challenges, enabled science, return on investment, and a
vision for a path forward

Dr. Rose McCallen
Lawrence Livermore National Laboratory
Livermore, CA
University of California Davis
Davis, CA

Abstract

As a Department of Energy (DOE) National Nuclear Security Administration (NNSA) Laboratory,
the primary mission of Lawrence Livermore National Laboratory (LLNL) is National Security, as
well as supporting the DOE’s energy and environmental missions. In support of their mission
objectives, the DOE Laboratories have been at the forefront of scientific computing and this has
taken them to the cutting edge of computational multi-physics modeling. Dr. McCallen will present
an overview of the evolution, challenges, enabled science, and return on investment for LLNL’s
Arbitrary Lagrangian-Eulerian (ALE) multi-physics simulation code called ALE3D. The history
starts with the codes inception in 1989, through Dr. McCallen’s years as a developer on the team
in the early 90’s, and her leadership over the last decade in the development of one of the nation’s
recognized codes for problems at extreme ranges of solid/fluid behavior. The challenges of a
diverse funding portfolio and large user base will be discussed, as well as the requirements and
retention of a multi-discipline high performing team. Included is a brief discussion on specific
material and chemical explosive modeling challenges. The benefit of ALE methods for complex
problems is the achievement of solution accuracy for problems with extreme displacements and
deformations. One challenge is that material failure and fracture models are typically developed
for Lagrange simulations and the corresponding models are computationally mesh dependent. In
addition, Chemical reactive flow models are computationally intensive and approximate
methodologies with demonstrable accuracy are necessary for complex applications. Dr. McCallen
will also share a vision and outline an approach for a path forward to address the goal of achieving
and maintaining wide adoption of cutting-edge science and engineering software and codes.

This work performed under the auspices of the U.S. Department of Energy by Lawrence Livermore
National Laboratory under Contract DE-AC52-07NA27344.
LLNL-ABS-670213
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The title of this talk is “Evolution of ALE3D.”
I will be describing the challenges, enabled science,
return on investment, and vision for path forward.

Evolution of ALE3D, challenges, enabled science,
return on investment, and vision for path forward

May 20, 2015

Rose McCallen, Ph.D.
Weapons and Complex Integration

This is the outline of the talk. I want to start
with the mission of the Department of Energy
National Nuclear Security Administration
Laboratory. The mission of the DOE NNSA is
national security, and that includes nuclear
security and also international and domestic
security. Part of that mission is energy and
environment. First of all, nuclear security: that
picture shows that a blast has gone off. It’s in
the air, it’s on the ground, or something has
happened. Here we have some type of seismic
event, and what the Department of Energy
wants to know is what happened. Was it
something that naturally occurred, was it a
terrorist event? What was it? So that’s what we
mean by national security.

LLNL PRES- 610505
Thes wert was perormed under e s of e L 5. Depsimens.

Vision and leadership supports a simulation tool’'s wide
adoption with cutting-edge R&D

DOE NNSA Laboratories

+ Primary mission is national security
DOE Codes -l e T

+ Application space is huge and multi-physics is challenging
Materials

+ Supports micro- and meso-scale investigations
Evolution *

+ ALE3D inception, R&D, deployment, and adoption = .

+ Requirement was “integrated multi-physics”
Outcomes and challenges

+ Diverse funding was seed for innovation and growth g

+ Wide adoption required a support infrastructure [
Vision

+ Goal: Wide adoption of cutting-edge tool

+ Approach: Levels of protection and university collaboration

__* Approach: Levels L When we talk about international and domestic

T " security, that’s a picture of a hazmat team and
something has happened, and we want to know if it’s a biological release or if it is a blast that’s
gone off. Is it the result of a terrorist event? Is it something that’s naturally occurring? Did an
earthquake happen? In energy and environment, this is actually a full sized truck in the NASA
Ames wind tunnel. That’s their 80 foot by 120 foot wind tunnel, and I used to work on truck
aerodynamics. People in the national laboratory work on all kinds of things. So, with all of these
applications, we support cutting-edge multi-physics modeling. That’s all I’m going to talk about
regarding the general mission of the DOE and the NNSA labs. What I’m going to do now is show
what the application space is. It’s huge and the multi-physics is challenging. | know most of you
are material scientists, I’m a mechanical engineer, but I’m going to show how this supports micro-
and meso-scale modeling. Then I’m going to get into the heart of it, and talk about the evolution
of ALE-3D, and that one of the major requirements is integrated multi-physics. Then | will address
some outcomes and challenges with an addition in direction where we looked at diverse funding,
which ended up being a seed for innovation and growth. Then, I will discuss how we accomplished
wide adoption with the code using a support infrastructure. Finally, | want to share a vision for the
future: wide adoption of a cutting edge tool. The basic bottom line approach for that goal is levels
of protection and university collaboration. The bottom line is that I believe vision and leadership
support a simulation tool’s wide adoption with cutting-edge R&D. Hopefully the presentation will
guide you to that or a similar conclusion as well.

160



Applicati_on space is huge and the multi-physics is Let,S talk abOUt the application Space' I’m
cimlieng'ng, &9 ALRD going to go clockwise here. Again, here my
\3 example is ALE3D. ALE stands for Arbitrary

DoD: Munitions and rocket |||
design performance,
lethality, vulnerabilities,
and safety

DOE: Stockpile
Stewardship and other
| NNSA Programs

Lagrangian-Eulerian.  The Department of
Energy cares about stockpile stewardship and
other NNSA programs. One of those things is

—— explosives. In that metal container is explosive,
M k. mﬁfii;'li?:ii:&ﬁm and we heat it up over long periods of time, and

B we want to see how energetic it is and when it
g " explodes. Fracture and failure is very important

structures to the Department of Energy. For the
Department of Defense, the code is used for
munitions and rocket motor design performance, lethality, vulnerabilities, and safety. For example,
with this rocket motor, this little blue dot is a projectile hitting the rocket motor and exploding.
You don’t want a rocket motor to explode when a projectile hits it. For reinforced concrete, if you
set off an explosion, you want the munition to perform such that it cuts through the rebar, because
you won’t have access if you just tear off the concrete. For the department of homeland security,
you care about transit and structure vulnerabilities and safeguards. Here is an internal explosion.
These codes have to handle an internal explosion and you want to know when the structure fails,
shown here in red. You also want to know about blast in the open atmosphere — this would
represent buildings. Finally, we also support NASA. That’s for launch system and risk evaluations.
NASA Kennedy Space Center had quite a few failures because the last stage did not separate, so
that was one thing we helped them with. We tried to understand what happened and what the
requirements should be. We also collaborate with NASA Ames looking at energetic events. They
want to make sure the platforms and personnel are protected in the case of an energetic event. So
that gives you an idea of the wide application space.

Glory Mission™,_

and Taurus
XL Launch

Lawrence Livermore National Laboratory

[ aterials | Let me switch and talk a little about materials.
A broad licati dri di t of .
material models, o ALEID oo | borrowed these slides from Nathan Barton of
P conprie it el Lawrence Livermore Lab. There’s a huge
" _ ' amount of materials models in these codes, at
ere are a wide range of i
* Model types, focusing on various aspects least 50-100. We have a wide range because we
of material physics, levels of detail . .
1|+ Material state: pressure, temperature, need different model types focusing on

strain rate

1 material physics, levels of detail, and you want
e to be able to capture the material state
TERLALAND (temperature, pressure, strain rate).

GeoDyn Maz Librar f]l\']
Lawrence Livermore National Laboratory w
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I\f.}ate.rials
Models are being used to investigate the influence of
micro-structural features on failure

Effects of nucleation site
distribution

Free surface velocity is dependent on
number or pattern of nucleation sites

Free surface

[,
\ s oA
WV~

time
Lawrence Livermore National Laboratory

application.

Plate Impact surface

I\f.}ate.rials
Multi-physics modeling bring together mechanics and
explosive reactivity

L.

Smaller pore: localized dissipation produces cracking

Larger pore: localized dissipation produces rapid reaction

Temparature, from 300 to 4000 Kelvin

Simulations both test and suggest hypotheses about physics interactions

Lawrence Livermore National Laboratory

I\f.}ate.rials
The grain-scale simulations provide insight for
approximate full-scale reactive models

Hot spots 40ns
after ignition

Hot spots 300ns
after ignition

Macro-scale

Statistical “Hot-Spot” model for
reaction initiation and growth

Lawrence Livermore National Laboratory

I have a few slides that I’m going to go quickly
through. Models are being used to investigate
the influence of micro-structural features. For
example, here is a grain-scale model. Nathan
is looking at the effect of nucleation sites,
whether there’s a few nucleation sites or a lot
of them, or if they’re placed on the grain
boundaries. What he does is look at plate
impact on the bottom of the cylindrical shape,
and he follows the motion of the free surface
and plots the motion of the free surface based
on the number of nucleation sites. That’s one

Very important to us is the behavior of
explosives. We want to understand the ignition
of explosives, so we do studies on explosive
reactivity. This movie shows a pore in an
explosive being hit by a shock moving from left
to right. The pore collapses. What we find is
that if we have small pores, you get localized
dissipation and this fracture pattern, but if the
pore is really big, it quickly reacts. This is used
to test and suggest hypotheses. What we want
to do is develop continuum models.

We use these grain-scale simulations to
develop these full-scale models. This is an
example of running many simulations over tens
to hundreds of nanoseconds to develop
statistical hot-spot modeling.
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Materials

Fracture and failure models are common in Lagrange codes
but can be poorly suited for ALE methods

Fracture and failure models are
usually developed and calibrated with
Lagrangian calculations

Lagrange Step

Extreme deformation problems
require mesh relaxation and remap

LEENGEEEED but the models are often poorly suited

— tostandard remap methods
e
Post remap “fixup" routines are
Remap available for each material but cannot

fix all the problems

Lawrence Livermore National Laboratory w

Vision and leadership supports a simulation tool’'s wide
adoption with cutting-edge R&D

+ DOE NNSA Laboratories

+ Primary mission is national security

+ Supports cutting-edge multi-physics medeling
v DOE Codes

« Application space is huge and multi-physics is challenging

¥ Materials
+ Supports micro- and meso-scale investigations

Lawrence Livermore National Laboratory &

Inception, to deployment, to rewrite, to adoption was
with requirement of integrated multi-physics

(1989-2006) Integrated multi-physics + (2007-2014) Diversify funding

Capability/Complexity 20
4 .
Embedded grid hydro | GUl
Multiphase | | Element erosion

| Metals, ceramics, composites libraries | | Automatic contact |

|"- to-hydrodynami | Laser heati @
| Incompressible flow |Chealah | Railgun.
| Implicit Hydro | | Geological library 20lling
IFofgin ~1=
|Chernistry| Explicit, implicit thermal afging 1

I =
DYNA | [ ALE Hydro, EOS | ' 1
> Time
1990 2000 2010
Lawrence Livermore Nationa LJDG'J:OW w

Here’s a challenge. Fracture and failure models
are common in Lagrange codes. We are an
Arbitrary Lagrangian-Eulerian code. What that
means is that we do a Lagrange step, we relax
the mesh, and we remap the results. That is a
challenge because these Lagrange material
models have been calibrated with Lagrange
codes, so we have to fix them and that
continues to be a challenge, to fix them for our
ALE codes.

I’ve told you about the DOE and what NNSA
labs are. I’ve told you a little bit about the
application space and how the materials
modeling people are using this. Now, | want to
jump into the evolution of ALE3D.

From inception to deployment to rewrite to
adoption, there was a major requirement. That
requirement was that it was an integrated code.
This is a plot of capability versus time. You
might also see it as complexity versus time. In
1989, ALE3D started as the DYNA code. The
DYNA code was a pure Lagrange code, added
to it was the Lagrange with mesh relaxation
with remap. The developer, Richard Sharp was
his name, and the leader of the effort, there
were about 3 or 4 people on the team, cared
mostly about ALE techniques and the equation
of state. At that time, somebody mentioned

earlier that CRADASs was a real push. Well ALCOA came to us and said can you do rolling and
forging? That was a totally different problem. In 1993, | joined the team and added an
explicit/implicit thermal capability. Then along came somebody else and added implicit solid
mechanics. By the way, the chemistry guy liked that thermal was in there and wanted to do
explosives so he added chemistry in. Later on, | was doing truck aerodynamics and | convinced
Richard Sharp that we should put in an incompressible model. Then we started to do railgun work
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so we needed to add an MHD model. You can see there wasn’t a whole lot of planning, right? It
was just that people came along and he was okay with that, as long as it was integrated. For
example, the incompressible model had to have a Lagrange interface to the implicit solid
mechanics. Then 2007 came along, and | became lead on the code. At that time, | believe
management thought, “Why are we paying so much for this code? Let’s get others to pay.”
Diversification of funding became a push and that was my job. At that time, things changed a little
bit, 1 had to do planning. Let me jump to the next slide, we can come back to this if anyone has
questions.

So the requirement for diverse funding, |

The requirement for diverse funding provided catalyst for

improved organization, planning, product quality, and more believe, prOVidEd a Catalyst for improved
Diverse funding | organization, planning, product quality, and

Budgetand Users L ——— . more. So the plot over here on the left gives you
) ' - Project reporting, reviews, an idea of what happened from 2007 until 2014,

o e . ;f:';t:h::.se:::: roquiring In 2007, I shadowed the number of LLNL users
. e in yellow. We didn’t track it that well, but there
[oornl] st |Lssm L r— were about 100 users at most. There were about
e | s + Vision and planning 50 external users, and all the money came from
i | | Oraanizavon the ASC DOE pot of money. There might have

2007 2014 L panmerships | een little bits and pieces from elsewhere, but

Lawrence Lvemare Natoal Laboraory & . ot awhole heck of a lot. So, 1 did what | was

told: | dropped... Well | didn’t drop, it was taken away, this funding gradually declined and |
fought as hard as | could to get it to increase, and had to bring in other money. There was some
DOE money in there, DOD, and other pots of money. Look at the LLNL user base; it jumped. It’s
about 250 right now, we think. There could even be more users. We think, externally, there are
about a hundred users. There may be more and | may be underestimating that number, but it’s at
least 350.

Diverse funding led to hard deliverables and timelines. When people pay you for it, they want their
deliverables. You had to do project reporting, reviews, and quality assurance. Then, there were all
these new, innovative things we had to do and we had to be excellent at it in order to get more
funding. This user base just took off. So there had to be leadership, there had to be vision and
planning; you couldn’t just add in whatever you wanted. There had to be organization,
collaboration, and partnerships.
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Let me just give you an example of some of the
Diverse funding provided seed for innovative R&D thlngS that happened. We met with the

[ Automatic contact = | Department of Defense and they said automatic
| Element erosion | S~ contact is our first priority, automatic contact
T T e T |
| Smooth Particle Hydro 4 “
| Embedded grid

of materials, and then came element erosion,
and then came smooth particle hydrodynamics
Multiphase (SPH). An example of this is you have a plate
and a projectile hitting it. You can see those
dots. There is element death and then an SPH
particle is born and you have to capture all this
rors— fracture. Then, the other thing was, we’d like to

e eeaeiemi Lo & . generate these grids a little more easily and do
more complicated geometry, then along came these embedded grids where you have a solid body
that’s Lagrange and an ALE background, say with a blast. You end up with cut cells. We had to
have this very sophisticated interface method. People wanted us to look at explosives with
particulates. We started by treating the particulates as a continuum in a multiphase modeling
capability. Since then, we’ve added Lagrange particles to multiphase.

| Laser heating

I have a movie here: laser heating. Laser heating started with our national ignition facility, where
sometimes our optics have flaws and we want to heal the optic by heating it with a laser, so that’s
how it started. Then people came to us for additive manufacturing. This is a particle bed for
additive manufacturing where you want to heat it, melt it, and re-solidify it. Guess what? You can
use that same capability for laser damage. So, we had multiple customers.

We call it work for others; | like to call it work

Work-for-others (WFO) R&D provide direct benefit to DOE with others. | believe it provided a direct
- R&D accomplished directly in ALE3D for Defonation Shock benefit to the Department of Energy. We
benefit to all users Dynarmics

accomplished all of this work in a DOE code
directly in ALE3D. It was incentive for joint
R&D, and people keep talking about when you
have so many users, you get extended V&V,
/ and | think that’s true. The other thing is that
' there was a push for modularity in sharing
Graphical , packages as well as user defined functions. A
trioce | [N lot of you are familiar with UMATS. There was
S e o oy S a huge push for material models to be user
defined functions, as well as our package for detonation shock dynamics to be modular. We have
a separate capability called ParticlePack where you want to pack shapes into a confined space or
you want grain-scale where you have, say, explosive binder and you want to control that. The other
thing, which was a big deal, was ease of use. So somebody said this earlier, where the Department
of Energy said we can be tough and we don’t need a fancy GUI. The Army said we do want a GUI,
and they teamed with ANSYS. This was without our intervention, although we were supportiive.
There is now a GUI for ALE3D.

+ WFO provides incentive for joint R&D
and extended VEV

+ Modularity and UDFs allow sharing

+ Increased user base is incentive for ease-
of-use improvements

ParticlePack | L
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It takes a multi-discipline team, technically challenging

work, and some fun

| Multi-discipline team

Lawrence Livermore National Laboratory

- I-SI'I"Ia“ groups or individuals |

This | think is really fun. We are in the Bay
Area. We have to compete with the .com
industry for computer scientists and others, but
we have to form these multidiscipline teams of
chemical physicists, mathematicians, computer
scientists. The team is about 25 people. You
also have to form small groups with all of the
multidisciplines to maybe attack a project. And
then, you have to have fun. We started to have
these bug fix days about every year and then it
was 6 months, and they love it. | would provide
all these pizzas, and there is this one guy who

found the first bug, like “Woohoo!” You can see we have students in the room who are helping
us. You can see how much fun this is, it really is a blast and they have a good time doing this. You
have to have fun. It should be challenging, as well as fun.

Wide adoption of the simulation tool required a support

infrastructure

Code Team Lead

2D

+ Inward and outward looking
= Vision and leadership
+ Ensure resources available

—

Chief Scientist |

Software Chief

Budget and Planning

+  Budget and personnel

assignment tracking

Chief Product Engineer |

+  Technical approach

+  Statements-of-work .
*  Project reviews

+  Reporting

Lawrence Livermore National Laboratory

+  Methods and algorithms

C5 and architecture

- SQA
+ V&Vand UQ

+  User support
+  Security
+  Documentation

+ Distribution

'

Infrastructure. | found that things were going so
fast that | needed a better infrastructure than
just me. | had to look inward and outward,
share that vision, communicate it, and be sure
that resources were available. We had so much
funding coming in, | needed a person who
tracked it, and people’s assignments so we
knew if we could hire or not. Then I did these
three pillars. Before | stopped being the lead, |
had these two jobs filled (Software Chief and
Chief Product Engineer) and | was still doing
this one, the Chief Scientist. You have to have

somebody that decides what the technical approach would be if somebody comes to you and say |
need “Auto Contact”. Develop a statement of work; make sure you do project reviews, reporting.
So | called that risk management. Then you want quality assurance so | had a wonderful chemical
engineer who was a fantastic computational scientist who worked with me to make sure | wasn’t
promising something we couldn’t deliver with methods and algorithms, worried about computer
science and architecture, software quality assurance, V&V. We had just started to do uncertainty
quantification. This guy (Chief Product Engineer) was key. This was the person we ultimately let
say “Yes it’s time to distribute the code” or “No it’s not.” So there was a nice balance and I called
that product control. This included training. We went from at most, teaching a class once a year,
to it being 3 or 4 times a year because of the demand from users.
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There is often a degree of tension between core Laboratory
programs and WFO that must be managed

+ Frequent formal releases to meet WFO deliverables puts added demand on team.

- Automate and plan for smaller (focused) releases
- Include release effort in SOW for full cost recovery
- Delivering capabilities “on time and on budget” frequently requires compromises
that need to be “fixed” with core dollars for robust use on core apps.
= Construct SOW for adequate support
- Communicate to Lab that R&D has been initiated by WFO
Manage expectations

- Team members are frequently divided among muitiple projects. People who aren’t

good at multi-tasking struggle
- ldentify one or two focus topics for team mambers
- Plan and hire capable and flaxible workforce

- As a code lead, it is difficult to stay on top of both the WFO marketing aspects as
well as the technical management of the project.

- Avoid chasing dollars - seek WFO that is of value 1o Lab core programs
- Develcp appropriate businass model

Lawrence Livermore National Laboratory u

| apologize for all the words. In my opinion,
there is often a degree of tension between core
Laboratory programs and work for others that
you must manage. I’m not claiming | did the
best job at this. | believe, the words in italics
would be the comment from the core
Laboratory’s management, and then what | did
to mitigate those situations. So, their comment
might be frequent formal releases to meet work
for others deliverables puts added demand on
team. ALE3D used to be released at most once

a year, if not once every two to three years. |
went to a six month release. We had to automate and plan for focused, smaller deliverables, again
because the statements of work said the deliverable was the release of the code. Somebody said
DOE should not support things like code release. | had to include the cost of code release in the
statement of work so that not only DOE was paying for that, but some of our other customers were
paying. The next statement: delivering capabilities “on time and on budget” frequently requires
compromises that need to be “fixed” with core dollars for robust use on core laboratory apps. What
I think are they talking about? Well, | believe the expectation is that if you did this for one
customer, the core laboratory’s users could just pick it up and use it. It was important that the
statement of work included that the capability had to be robust, everyone wants robustness.
Communicate to the lab people that work is being done with Work For Other funds with that
application in mind. Manage expectation; tell them it might not work. Team members are
frequently divided among multiple projects. People who aren’t good at multitasking struggle. This
was a major complaint among the developers. So what we did was pick one or two focus topics
for team members. They might work on different projects but at least they have one or two focus
topics. Plan and hire capable and flexible workforce. Flexibility was really the key. As the code
lead, it is difficult to stay on top of both the WFO marketing aspects as well as the technical
management of the project. My comment is to avoid chasing dollars and seek Work For Others
that is of value to your core programs as well so they see the benefit. Then, develop appropriate
business model. That’s why there was that team infrastructure.

Vision and leadership supports a simulation tool’'s wide
adoption with cutting-edge R&D

So I’ve told you all about these. I told you all about

¥ DOE NNSA Laboratories
+ Primary mission is national security
+ Supports cutting-edge multi-physics medeling
v DOE Codes
+ Application space is huge and multi-physics is challenging
¥ Materials
+ Supports micro- and meso-scale investigations
¥ Evolution
+ ALE3D inception, R&D, deployment, and adoption
+ Requirement was “integrated multi-physics” A DA PT
¥ Outcomes and challenges
+ Diverse funding was seed for innovation and growth
+ Wide adoption required support infrastructure

the evolution, the outcomes, and the challenges. What
I want to share quickly is the vision for the future.

@ .u.:m m

Lawrence Livermore National Laboratory
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Vision — Enhance, maintain cutting-edge simulation
capability for wide adoption with minimal added cost to DOE

Challenges

+ Codes are OUO/EC protected

= DOE NNSA lab work is costly with
national security overhead

- Wide adopti quires a support
infrastructure

Vision

« Same code with levels of protection for
direct impact en national security

« Expanded efforts with uni itles for

DOE Simulation Toel
Fuil Protection
.

Government use on

Naticnal Security applications

.
.
“Lite” Version
Appropriate protection
.

Industry use on

applications of Mational interest

cutting-edge R&D and reduced cost Solvers, published models, and more

Open Source

« Expansion of ind v use with pay
for use .

University collaborators

i . . [ |-
Lawrence Livermore Nationa LJDG'J!OI’y w

Here is what | think is the vision for the future:
you want to enhance and maintain cutting-edge
simulation capability for wide adoption with
minimal added cost to DOE. That’s what they
want. Here are the challenges. These codes are
Official-Use only and Export Controlled which
means they must be used for national security
applications. We cost a lot. NNSA lab
personnel have huge costs. To have wide
adoption, you need this infrastructure to
support those complexities.

The first idea is have the same code so

DOE gets a benefit, but have different levels of protection or direct impact on national security.
Here’s where ALE3D would be. It would have full protection and only used for national security.
Have a light version with the appropriate protection and the applications are of national interest.
At the next level, you have open source parts to this and that’s where you have university
collaborations. So expand efforts with universities because it not only provides cutting edge R&D,
which you guys are doing, but it’s also a lot cheaper. Expand to industry use and have industry
pay for that use. | think that’s what DOD, DOE, and NASA would like to see for things like the
oil companies, additive manufacturing, or even bio applications.

Vision - We want expansion of university and industry
collaborations with direct impact on capability for DOE

DCE
Simulation Tools
Now

Vision

DoD, DHS, ;IA.SA. etc | Universities and Industry

+ Open up interactions with a larger
pool of sharp people

- Direct spin back of cutting-edge
capability into DOE codes

+ Attract top university students to
careers at DOE Labs

+ Enhanced computer vendor
interactions for new architectures

Mational Security
applications
= Multi-physics
+ Production level
performance (scalable)
* User support

funding

+ May further expand and diversify

Lawrence Livermore National Laboratory

We want expansion of university and industry
capabilities with a direct impact on DOE
capability. We’re doing this now but we want
interactions with sharp people. We want the
spin back to the DOE codes. What’s really cool
about this too is if you establish those
university connections, hopefully they’ll come
back to work at the labs as well. Because you’ll
have this light version or the open source, you
can interact with vendors and not have that high
level of protection, and you might expand your
funding.
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Vision - Code modularity and an enhanced build
process may provide agility and enhance protection

DOE Simulation Tool
Full Protection

= Provide a hierarchy of physics
modules with identified protection

- A process for customized code
builds, testing, and distribution

Govemment use on
Mational Security applications

Control Board

“Lite” Version
+ DOE Appropriate protection
» NNSA Labs

+ Management

« Office of Classification and
Export Control (OCEC)

+ Industrial Partnership Office (IPO)

Industry use on
applications of Mational interest

Solvers, published models, and more
Open Source

- DoD and other national security University collaborators
organizations
Lawrence Livermore National Laboratory b

Department of Defense would have to decide.

Vision and leadership supports a simulation tool’'s wide
adoption with cutting-edge R&D

v DOE NNSA Laboratories
+ Primary mission is national security
- Supports cutting-edge multi-physics modeling £
v DOE Codes = g
+ Application space is huge and multi-physics is challenging
¥ Materials
« Supports micro- and meso-scale investigations
v Evolution
+ ALE3D inception, R&D, deploy t, and adoption
+ Requirement was “integrated multi-physics™
¥ Qutcomes and challenges
« Diverse funding was seed for innovation and growth
* Wide adoption required support infrastructure
¥ Vision “Lite” Version
+ Goal: Wide adoption of cutting-edge tool Appropriate protection
« Approach: Levels of protection and university collaboration |

Lg Lawrence Livermore
—a National Laboratory

Lawrence Livermaore National Laboratory b
0

How do you do this? You provide a hierarchy
of physics modules with identified protection.
You probably have to have a customized code
build process for testing and distribution so you
probably need a lot of computer science with
that. You also have to have a control board. The
Department of Energy has to decide if what’s
in this light version is ok, as well as the
management. In the case of Lawrence
Livermore, our office of classification and
export control, this becomes your intellectual
property, and other organizations like the

I’ve told you all these things as well as my
vision with these different levels of protection.
That’s it. Thank you.

This work performed under the auspices of the
U.S. Department of Energy by Lawrence
Livermore National Laboratory under Contract
DE-AC52-07NA27344.

LLNL-PRES-676426-DRAFT
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Symposium on Computation-Enabled Materials Discovery May 20™ 2015
An Overview of DYSMAS Coupled Code Development and Application

Dr. Thomas McGrath & Mr. Gregory Harris
NSWC Indian Head Explosive Ordnance Disposal Technology Division
Indian Head, MD

Abstract

The Dynamic System Mechanics Advanced Simulation (DYSMAS) software is a fully-coupled,
government-owned hydrocode for predicting weapon effects and structural response. The
software has been jointly developed over a 25 year time period under a series of International
Project Agreements between the United States and Federal Republic of Germany. Its development
fills a technology gap for massively-parallel, fluid-structure interaction software supporting
Department of Defense (DoD) weapon effects and target response analyses. This talk will present
an overview of the DYSMAS software and a review of its development history. Major application
areas will be discussed along with highlights and impacts. Challenges to the code development
and deployment process will also be discussed, with emphasis on challenges unique to DoD.

Biography

Dr. McGrath is the Senior Energetics Modeling and Simulation
(M&S) Developer for the Naval Surface Warfare Center Indian
Head Explosive Ordnance Disposal Technology Division. In this
position, he leads several major research programs focused on the
development of energetic and M&S technologies for the defense
community. He isalead code developer for DYSMAS, a massively-
parallel, fully-coupled Eulerian-Lagrangian hydrocode for
simulating explosively-driven fluid-structure interaction.  His 58
technical expertise includes multiphase/multi-scale physics, code |
development, combustion and detonation science, fluid dynamics,
and advanced warhead technologies. Dr. McGrath received a Ph.D.
in Mechanical Engineering from the University of Maryland, ' :
College Park while developing a novel numerical model for simulating multlphase explosion
phenomena.
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Due to security requirements, Dr. McGrath’s presentation and transcript are not a part of this
report.
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Symposium on Computation-Enabled Materials Discovery May 20™ 2015

New Advances in Direct Numerical Simulation of Multiphase Flow

Dr. Amir Riaz
Department of Mechanical Engineering, University of Maryland
College Park, MD

Abstract

Direct numerical simulation of multiphase flow is of interest for characterizing a wide range of
physical phenomena occurring in both natural and engineering processes. Our new methods
significantly extend the range of multiphase flow phenomena that can be represented accurately
with direct numerical simulation. The main features of the new method are preserving the
topological integrity of interfaces during advection while maintaining mass conservation and the
implementation of second order interfacial jump-conditions as well as capturing the dynamic
contact line motion.

Biography

Dr. Amir Riaz is currently an Assistant Professor of Mechanical
Engineering at the University of Maryland, with a research program
focusing on numerical simulations of multiphase flow for energy and
environmental problems including flows in micro-channels and
porous media, as well as carbon dioxide sequestration and enhanced
oil recovery.
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New Advances in Direct Numerical Simulation of
Multiphase Flow

Amir Riaz =
Mechanical Engineering T
University of Maryland, ;

College Park

Mutiphase Flow Applications

* Two-phase cooling: T—
*  Mixing and Entrainment: w
. -

* Fluidized bed reactors

* Carbon dioxide sequestration:
* Enhanced Oil Recovery

* Fuel Cells:

a7

AT

* Chemical Looping

Thank you very much for the kind introduction.
I’m going to talk about new advances in the
direct numerical simulation of multiphase flow.
What we do is we look at fluid fields and other
phases within solid-fluid interactions and fluid-
fluid interactions. Here on the slide is a
turbulent flow field with some particles, some
bubbles and droplets, and some carbon dioxide
sequestration. Our applications run the range of
these systems.

Multiphase flow applications are of great
interest; you can find them everywhere. You
have carbon dioxide sequestration on the
subsurface. There is enhanced oil recovery,
with oil pushing water out of the reservoir, fuel
cells, two-phase flow cooling, mixing and
entrainment in turbulent boundary layers,
fluidized bed reactors, and chemical looping.
There is a wide range of applications for
multiphase flow, and the effort to numerically
simulate these types of flows has been going on
for a number of years. At this time, the effort is
still in its developmental stages, like most other
efforts in terms of modeling of physical

phenomenon. However, this particular area of simulating two-phase flow directly with numerical

simulation has reached a long-raised goal.

Direct numerical simulation of
multiphase flow

Fundamental Issues ;
* Interface Advection T '.

- Topology representation asl B

= Mass conservation - 1 bl
* Interfacial jump conditions

- Representation of physics
= Accuracy of discretization

Symmetric [ conservative
coefficient matrix

I will tell you how this goal has been reached.
There are essentially two fundamental issues in
multiphase flow simulation. You need to
represent the advection of the interface very
accurately with two fluids: for example, salt
and water or air and water. Then you need to
see how those fluids move around with respect
to each other. One needs to be cognizant of the
topological representation and the interface-
defined properties so you can have the normal,
the curvature, and all of the topological
properties of the interface that go along with it.
In order to illustrate this behavior, 1 have a
simulation of these particles within the flow

field on the slide. The flow field is stationary at this time; we are looking solely at the behavior of
the particles that represent an object. These particles enclose an object, and they represent how the
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object would move within the flow field. This is an example of a single vortex flow field. The
object gets stretched; it will break, and then it will get reconnected. The breaking up and
reconnection needs to be represented on the grid. Therefore, we do not look at grids that conform
to the object. We look at interfaces that are embedded within the grids. We look at implicit
interfaces, which require mass conservation. When these things are moving and you are tracking
them numerically with an implicit interface, for example level-sets, they lose mass. The second
most important thing is that we need to represent physics very accurately at the interface. If two
fluids have jumps in pressure and normal stresses, those need to be represented accurately. They
need to be discretized accurately; the formal accuracy of discretization and the convergence
properties are important. You also have to have a system of equations that you can solve very
easily, so they have to be symmetric coefficient matrices that you can use like black boxes in order
to solve them.

Let us discuss the types of interfacial physics
that’s involved in looking at fluid-fluid
systems. We could have jumps in the velocities
on either side of the interface due to the
interface exchange of mass, for example due to
evaporation and condensation caused by phase
change in general. That would lead to a
difference in the velocity. It could have normal

Interfacial physics

»  velocity
3 1
(0" =u")-n .I{—_ —
¥y F
= normal stress

(Pr=F)+J(u"—u’)-n

t(n-77 —n. 7

= shear stress

m-rF=n.77)-t=Va-t T—;.'i'\_'u—Tuif N
stresses across the interface produced by
" differences in surface tension or jJumps in mass
(9P -2vF ) n= (50ert - 9.7 ) on across the interface. We could have a shear

stress discontinuity that could be produced by

the spatial variation of surface tension which

would have led to a collection of mass transfer
called the Marangoni effect. Then we have a pressure gradient at this contact. For all of this, the
physics needs to be incorporated into any numerical code that is going to represent the flow
situation. Most of the codes exist. But at this time, they only implement the normal stress jump
condition without taking into account the jump and the normal stresses. Those are the volume of
fluid type codes.

I am going to talk about implicit interfaces and
the implementation of interfacial physics, as
well as what we have done in order to advance
interfacial physics. Let us discuss implicit
interfaces on the Cartesian grid. We have
solved everything on the regular, uniform
Cartesian grid, since that’s the best way of
solving the Navier-Stokes equations. Now, we
do the interfaces implicitly. We handle the
interfaces implicitly using level-set functions,
s e which can be defined with a scalar field. The
Weghted Esentaly Non Oslltory (WENO) cheme scalar field could be in any form; you could
take one contour of that scalar field and call it

the interface.

Implicit Interfaces

Scalar Field f
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Reinitialization

before reinitialization

R f(x.t)

Signed distance function

= Allows sccurate advection
of the implicit interface

+ Faciltates interfacial
jump conditions

after Reinitialization

FAE e and|

) o(x,8) ;ﬁfD
4

fix.t} is transformed into
a signed distance
function o{x. £}

Volx.t)] =1

The most challenging aspect of representing
interfaces on uniform Cartesian grids is
reinitialization. You may have heard about
reinitialization before, but what it actually
means is that when you advect an embedded
interface, a scalar function, the contours of the
scalar function get distorted. If you begin
before reinitialization, you start with the state
which happened when you advected that scalar
field. Then what you have to do is map that
scalar field back into a special form of a field
known as a signed distance function. A signed
distance function is such that every contour in
the field is equidistant from the interface. For

example, with the interface represented by the black curve here on the right of the slide, all the
points on these contours are projected onto the interface. In the past, there has been a big effort in
terms of supporting reinitialization. There are various reasons why we want to do reinitialization:
it allows accurate implementation of jump condition, it regularizes the scalar field, and it defines
the interface.

+ Conventional reinitialization methods

= non-smooth interface
= errors in jump condition

Y

Previously, methods used to reinitialize and
advect the scalar field have suffered from non-
smooth interfaces, errors in jump conditions,

- et -, losses in volume, and so on. Our new approach
= New Approac . . . . - - -
Z Oiret gromercprojectonfinteruce | s r>7 : is based on a very simple idea: a direct,
topology onto Cartesian grid H - N . - - -
- Indepeivd'enzagvecﬁsnwgththeS": L H\{J"‘ /}L geometrlc prOJeCtIOn. What We dO IS We
order WENC

£l :
RN s H

S

topology embedded
on grd

fix)
() —— || X
Jix)

Projection of implicit interface topology

= Method

represent the interface and we localize it on the
grid. Since its implicit it needs to be localized
and represented by the intersections of the grid.
Then we project normals onto the interface
from each point and construct our signed
distance function.

There are some aspects of how to do it in
practice, and we have recently shown them
here in the Journal of Computational Physics.

@ " o o We have these three methods of carrying out
r~[  Compuatonl efcieny derived from the projection by successively refining the
7 X not having to perform convectional .
T \'-\_ relalalization interface.
d
@ @
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Geometric projection in 3-D
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Comparison with other advection schemes

Recompression method Claszical Reinitialization
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We could do that in 3-D. It becomes a little bit
more challenging, but we are still able to do it
with good accuracy.

We compared it with other methods in the past
that do reconstruction and then advection.
However, advection and reinitialization is
coupled together. If you do level-set advection
and then reinitialize with the Hamilton-Jacobi
iteration, what you end up with is distortion of
the interface, loss of mass, and loss of topology.
We compared it with some of the methods that
have been used in the past. One of them is
called the recompression method, as depicted
in the top left of the slide. There is also the
classical reinitialization method proposed by
Osher and his group displayed at the top right
of the slide. Looking at our projection method,

it is significantly more accurate than methods used in the past. These dashed lines here on the
Projection Method grid at the bottom of the slide show the exact solution. On a particular grid, we
are looking for solutions, or methods, that are most accurate. If I increased my resolution and make
my grid more refined, | should be able to get the exact solution. But we are looking at, on a
particular grid, which method is able to capture the behavior most accurately.

Comparison
Classical reinitialization
Recompression
New Projection

Volume errar Curvature error

10,

ot - —
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We look at the comparison with previous
methods and it shows that our method in terms
of the volume error is second order accurate, so
we refined the grid and see second order
accuracy. We look at the curvature error, which
is the most important factor to look at because
that’s what represents the jumps in pressure
between two fluids as well as the jump in the
viscous stress. The curvature is the most
important quality, the second order divergence
of the normal, so we capture that with first
order. In the past, all of the volume of fluid
codes out there couldn’t even converge. If you
refine the grid, they kind of bombed. Really,
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you could only run them at the course grid. That was the volume of fluid method. Recently, the
volume of fluid method has been combined with level-set approaches and some sort of hybrid

methods have been used.

Interfacial Physics Implementation

* Poisson eq. for Pressure on Cartesian grid
VA Mx)VA(x) = fi(x), xe) . A
Vo (Aol x)VI%(x)) = falx), x €l
= with interfacial jump conditions

B, =P =alx).xel

MVP, =0, VR = %), xel

* e.g., for incompressible momentum aq.

a=V -0+ (r, —7) -0-0

T = {L'\' T ;T . r-;) -n

\ P2

imposed.

New Madel for Interface Jump condition

Interface mixed zone Volume fraction
a weighted average:

P P=6P + ¢y

phase 1 domain

‘1 \
Poisson equation for average Pressure: V- ( VP | =f
L A
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Implementation

cell center values are 2™ order approximations of cell average
1 s 1 R N 3 (h2
- pav— = | Pav = / adl P, — Py =0, + O(°)
i[. ' 1[ : (T

.([ (1 i \+ a?
ri = digy A otk — Ao Ad 1 e |J|+{J'H J

That was the interface advection. We did some
new things there, and they seemed to have
worked, but the door has yet to be closed on the
advances that could still be made. The
implementation of interfacial physics is very
important. Previously, what we wanted to do
was implement the interfacial jump conditions
as a jJump in the pressure and as a jump in the
derivative of the pressure. When you are
solving incompressible Navier-Stokes
equations, these jump initials need to be
implemented at the level of solving the Poisson
equation for pressure. We solve incompressible
flows, and these jump conditions need to be

We came up with a new model for interfacial
jump condition implementation that has been
reported in the Journal of Computational
Physics recently. We define a mix zone, and
this is different from the continuous surface
force model that has been used thus far. We
proposed a new model for the pressure Poison
equation which was based on the volume of a
fraction weighted average of the pressure.

This allowed us to introduce a correction term.
We did a symmetric, conservative
discretization of a Laplacian, and that led to the
second order correction term to drop out.
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Validation

Exact solutions
- Mumerical solution

Phase solutions in interfacial cell P
Pi=FP-ady [; =Y (A - A
Py = P +ndy g
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Validation

Interface
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Exact solutions

Jump conditions
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planer section

Oscillating droplet in vacuum, comparison with exact solution
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We looked at validation. We took exact
solutions and then found a numerical solution
and compared them with the results of previous
methods that are available out there: the
continuous surface force method and the ghost
fluid method. You can see that the continuous
surface force model, which is invariably used
in volume of fluid equations, is not even first
order. The ghost fluid method does a little
better, and again that was introduced by
Osher’s students. The new method that we have
here gives us good results with second order
accuracy.

We did validation for 3-D problems, again
compared with continuous surface force and
ghost fluid methods. Here on the slide is a slice
from a planar section in 3-D. We are getting
some good results here.

Here is another form of validation where we
simulate a droplet in space. This is a droplet
that moves under the surface tension effect. We
stretch it initially and let it oscillate. The
oscillations were computed by Lamb a long
time ago. This equation on the left of the slide
is the exact solution of Lamb. Here in red is the
numerical solution that you measure. In the
end, it seems to be reasonably accurate. No
other codes have actually been able to get to
that level of accuracy for this very simple
validation problem. The volume of fluid
method with the hybridization approach does
something like this but it doesn’t look too good.
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Bubble Dynamics

Example: naturally buoyant air bubble
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Summary

* Direct Numerical Simulation
* Scalable-Parallel 3-D implementation

* Block structured AMR
* Conservative phase advection

+ 2rd grder accuracy for fluid-fluid and fluid-
solid systems

= Three phase, fluid-fluid-solid systems

= Interfacial physics Lt i = =
* surface tension
= normal stress jump at Interface

* Interphase mass and heat transfa 2" """~~~ - B

* Dynamic contact angle
AN

* Linear and angular momentum

If we could look at bubble dynamics with our
codes, we could simulate the rising of bubbles.
This is one of the important challenges in this
area. How does the bubble break up? How do
the lobes detach from the main bubble? What’s
the flow field? What does the wake look like?
All of these prototypical problems are related
to questions of mixing, questions of
coalescence of bubbles, and different types of
fluids

What we have is a direct numerical simulation
of two-phase flow. It’s a scalable-parallel 3-D
implementation. It’s a block-structured AMR
code with a conservative phase advection. It
has a second order accuracy of a representation
of jump conditions, and can handle three phase
fluid-fluid-solid systems. In terms of interfacial
physics, you can have surface tensions, normal
stress jump conditions, interface mass
transfers, etcetera. We also can do dynamic
contact angle representation. If we have a fluid
on a substrate and it moves, the contact angle
changes with the Capurro number, it is possible
for us to implement that contact angle given

some model for the contact angle speed. We can also do linear and angular momentum of solid

particles in turbulent flow fields.

I will stop here. Thank you.
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