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Stuff that will* be covered in this class:

DRAM Device Architecture

Memory System Organization

System Controller

DRAM Access Protocol

Performance Analysis

Reliability (Error detection/correction)
Signalling (Data transport/reception)
New System Architecture (HMC, etc.)
Non Volatile RAM (Flash)

A lot of other stuff...
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Stuff you need to know in order to understand
the stuff that will be covered in this class:

Computer Architecture

Computer Organization

Basic Circuit-Design Concepts

Caches (buffering)

Pipelines (buffering & forwarding)
Scheduling (queueing, out-of-order, etc.)
Concurrency & Parallelism

CPU Design — in particular, Control
HW/SW Performance Analysis

Hopefully not a lot of other stuff...
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Stuff that will* be covered in this class:

DRAM Device Architecture

Memory System Organization

System Controller

DRAM Access Protocol

Performance Analysis

Reliability (Error detection/correction)
Signalling (Data transport/reception)
New System Architecture (HMC, etc.)
Non Volatile RAM (Flash)

A lot of other stuff...

* to be read as “can” (list covers full semester)
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Today, DRAMs have multiple banks internally
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chip select 0
chip select 1

bankID=1 rankID=1 column ID = 0x187

row ID = 0x0B1D
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System Controller

CPU
OS/drivers/etc.
3D ng SyStem C-O =% Game Al
processor \Collision detection /

) geometry info
graphlcs multi megabyte texture
memo

vy 1/O Controller|

Z- bu‘er (Southbridge) ethernet packet
Texture A ethernet packet
I \ RAM
: Keyboard |
Harddisc y Ethernet card
mouse

Heavy demand placed on memory system

Heavier still in SMP/SMT/CMP system
System Controller == System traffic cop
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DRAM Access Protocol
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Memory Request Overview

on-chip for data

off-chip for data

Part A: Searching <

Part B: Going <

Processor Core L2
h
[ Al] cache
processor [A,] [A:
DTLB
L1 [A4]
cache
BIU (Bus Interface Unit) / [Bl
(By] [Bg]
hysical t '
system controller physical to read
4 memory addr (B3] data B] RAM
mapping buffere X [B¢]
Y DRAM
I/O to memory traffic memory request| [By] B core
scheduling [Bs] -

Fetch — Decode

Exec —1Mem — WB

Stages of instruction execution

virtual to physical
address translation

(DTLB access) [Aq]

[A,] L1 D-Cache
access. If miss
then proceed to

[A3] L2 Cache Bus Interface Unit (BIU)
access. If miss obtains data from main
then send to BIU memory [A4 + B]

Proceeding through
the memory hierarchy

in a modern processor

[B;] BIU arbitrates
for ownership of

address bus **

[B,] request

controller

[B;]physical addr.| [B4] memory
sent to system to memory addr.
translation.

request
scheduling**

[B5] memory
addr. Setup
(RAS/CAS)

[Bg, B;] DRAM dev
obtains data and
returns to controller

[Bg] system
controller returns
data to CPU

** Steps not required for some processor/system controllers. protocol dependant.

Progression of a Memory Read Transaction Request Through Memory System
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“Memory Latency”

G

=
-5
@ DRAM
CPU Mem
Controller =
A \ =

B S
&
D Eo/E3
C

A: Transaction request may be delayed in Queue

B: Transaction request sent to Memory Controller

C: Transaction converted to Command Sequences
(may be queued)

D: Command/s Sent to DRAM

E+: Requires only a CAS or

E,: Requires RAS + CAS or

E3. Requires PRE + RAS + CAS

F: Data is staged at controller
G: Transaction sent back to CPU

‘DRAM Latency’=A+B+C+D+E+F+G
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Performance Analysis
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Datarate - Mbits/sec

trc = 60ns, burst of eight, 8B wide channel
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R={011010011110} One bit error. Can we
R={011010011100} detect and correct?

Recompute check bits

Rooor = Roott ®Roiet®Royyi ® Rioof®R ., - 1PH1PH0P 1R 0 =1
Rooto = Root ®Rosd®Roii ® RiordR, ., =1 0B 0B 180 =0
Ro100 = Rotot ®Rosid® Ry ® Rygo =1H0PH1H0 =0
Riooo = Rioot D R1oid® R0, @B Ry “1P1P0PEH0 =0

XOR old check bits against new check bits
R1 000 R01 00 R001 0 R0001

1 0 1 0 Old
@ 0 o0 0o 1 New
1 0 1 1 ECC Syndrome
Syndrome != 0000 Bit position 11 is rotten

UNIVERSITY OF MARYLAND
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Data
W
RAS CAS Pipelined Access
latency latency

Pretend that the world looks like this

But...

\
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Interface:Signal Propagation

VT
—

Ideal Transmission Line
~ 0.66¢c = 20 cm/ns

PC Board + Module Connectors +
Varying Electrical Loads

= Rather non-ldeal Transmission Line
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Interface: Clocking Issues

Figure 1:
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What Kind of Clocking System?




High-Speed
Memory Systems

Spring 2014

CS-590.26
Lecture 1

Bruce Jacob
David Wang

University
of Crete

SLIDE 18

-

UNIVERSITY OF MARYLAND

Path Length Differential

\/\R@ #3

Path #2

Controller

& Bus Signal 2
?w & Bus Signal 1

Path #1 +¢ \
A Intermodule

Connectors

B~

h: + Wiy

J . =,

- n.—' L

S e

I ),

[ - . = -

'-r_n.'.r'l...ruuuui-i_uu-'r

W W/ e/ 6 B e e e ey e e

H.:urjw}uni:uu
=) (ked ) €2 G Likd Lhor ) Licd iu“t:-'

) |k \
e B /66 e o6
(" g ||| b u .E-ﬁ h T o “r

High Frequency AND Wide Parallel
Busses are Difficult to Implement
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David Wang Semi Generation (nm) 90 65 45 32 22
University CPU MHz 3990 6740 12000 19000 29000
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MLogicTransistors/cm?2  77.2 154.3 309 617 1235
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High Perf chip pin count 2263 3012 4009 5335 7100

High Performance chip 1.88 1.61 1.68 1.44 1.22
cost (cents/pin)

Memory pin cost 0.34 - 0.27 - 0.22 - 0.19 - 0.19 -
(cents/pin) 1.39 0.84 0.34 0.39 0.33
Memory pin count 48-160 48-160 62-208 81-270 105-351

Trend: Free Transistors &
Costly Interconnects

UNIVERSITY OF MARYLAND



Bruce Jacob
(Ed. note: these are 2003 projections … notice anything odd?)
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Future Trends Il

— — — Direct Connect
= = = = Custom DRAM:
CPU
=l |2l |2] |2 Highest Bandwidth +
ol lellellao Low Latency
= Direct Connect
CPU <E,: ] 5 | < [ 5 semi-comm. DRAM:
EHEHEHZ High Bandwidth +
Low/Moderate Latency
Direct Connect
DRAM DRA""| Commodity DRAM
CPU : Low Bandwidth +
DRAM DRAM| Low Latency
DRAM DRAML
DRAM DRAM| DRAM DRAM[
Memory DRAM DRAM|
CPU Controller DRAM DRAM|
DRAM DRAM| DRAM DRAM|
Indirect Connection 1
Highest Bandwidth DRAM DRAM|
g Inexpensive DRAM
Highest Latency
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Research Areas: Topology

ANIETET S

/ >‘
. >
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Unidirectional Topology:

Write Packets sent on Command Bus
Pins used for Command/Address/Data
Further Increase of Logic on DRAM chips
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Why do A[] = B[] in CPU?

Memory
Controller

D NN N NRNR NN RNNNNNN
RN
RN TN

SRR
Y

R

R

R

R

R

R

R

R

JRSNENENEENNENESNNSNNNNS

R
R

RN

R AR A AR AR RRRRRRY

R

RN

R AR A AR AR RRRRRRY

R

BRI R TR TR NRNARERe
R
%

REEEN
R

Move Data inside of DRAM or between DRAMSs.

Why do STREAMadd in CPU?
A[]1=B[]+C[]

Active Pages *(Chong et. al. ISCA ‘98)
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