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The quantum kicked rotator, the classical limit of which is described by the standard map, is con-
sidered. Particular attention is devoted to a study of the effect of finite quantum wavelength on the
detailed structure of phase space which appears in the classical limit. In the classical case, for large
values of the nonlinearity parameter, most of the trajectories are ergodic. However, in addition to
these ergodic trajectories, there can be small integrable regions of phase space, known as accelerator
modes, which dominate the long-time evolution of the expected value of the particle energy. In this
paper it is shown that this behavior is modified in the quantum case for small but finite values of
the wavelength (i.e., Planck’s constant). A simple model is presented to explain this modification.
Based on our results, it is speculated that certain problems in the application of statistical concepts
to intrinsically stochastic problems of classical mechanics may, in some cases, be mitigated by quan-

tum effects.

I. INTRODUCTION

Recently, a great deal of effort’? has been devoted to
the study of chaos in low-dimensionality Hamiltonian sys-
tems (such as those describing the classical motion of a
particle). In particular, the transition from integrable to
ergodic behavior has been studied,”® along with statistical
properties of orbits (e.g., diffusion) in the chaotic re-
gime.>*> More recently, the connection between classical
Hamiltonian systems which display chaotic behavior and
their quantum counterparts has begun to receive atten-
tion.®~!' One reason for this interest is that understand-
ing developed in one picture can be used to develop under-
standing in the other. Another is the desire to understand
in what sense the classical solution for a chaotic case is a
limit of the corresponding quantum solution as 4%,
Planck’s constant, is allowed to approach zero. The latter
question has important practical (as well as conceptual)
implications, since it bears on the question of how good
classical and semiclassical approximations to quantum
problems are. These questions are not only of interest for
quantum mechanics, but are also important for any situa-
tion in which it is desired to use a ray approximation to
some kind of wave equation, and the ray equations (which
are necessarily a Hamiltonian system) yield chaotic solu-
tions (cf., for example, Refs. 12 and 13). Such situations
occur very generally in a variety of purely classical prob-
lems (e.g., plasma waves'>13),

In the quantum case, somewhat of a paradox arises for
the situation in which the energy spectrum is discrete (e.g.,
for a bounded system). In this case, the wave function
may be expressed as

WYX, )= Axho(Xexp( —ia,t) , (1a)

where 1,(X) denotes a normalized eigenfunction of the
Schrédinger equation with energy level E, =%iw,. It is ar-
gued by some that a wave function of the form in Eq. (1a)
(i.e., with a discrete w, spectrum) cannot be considered to
be in any sense chaotic.'* On the other hand, other
researchers argue that there are clear quantum manifesta-
tions of classical chaotic behavior for small #. These
claimed manifestations include'' such phenomena as ex-
treme sensitivity of the E, to small changes in the Hamil-
tonian, the form of the eigenfunctions ¥,(X), and the dis-
tribution of energy differences between adjacent energy
levels.

A very striking result concerning the relation of classi-
cal chaos to the small-# limit of quantum mechanics has
been obtained by Casati et al.® These authors consider a
Hamiltonian which involves only one space dimension,
but which has a potential which represents periodic im-
pulses kicking the system at time intervals separated by 7.
In the classical case, this Hamiltonian leads to a discrete-
time, two-dimensional map [cf. Egs. (6) and (7) of Sec. II].
This map, alternatively called the “standard map” or the
“Taylor-Chirikov map,” has been much studied, and to a
certain extent, it has served as a paradigm of how chaos
can arise in a simple Hamiltonian system. In particular, if
the strength of the impulse kicks is large enough, the
momentum variable P behaves diffusively. That is, some
suitable average value of P? increases linearly with time z.
Casati et al. considered the quantum version of the same
problem and numerically solved for the wave function as a
function of time with # small. They found that for early
times, the average value of P? increased linearly with time
at the classical diffusive rate, but that for long time this
linear increase slowed and eventually appeared to cease.
Since their Hamiltonian is a periodic function of time
(rather than being constant in time), Eq. (1a) cannot apply.
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By Floquet’s theorem, however, there does exist an analog
to Eq. (1a), namely,

YR, 0) = A4,Po(,1)exp( —iwgt) , (1b)

where P,(X,t) are periodic in ¢ with period T, the period
of the impulses. The observed saturation of diffusion is
understandable®® if Eq. (1b) applied with discrete
“quasienergy levels” E, =%iw,, because then Eq. (1b) is al-
most periodic [i.e., if one waits long enough, ¥(X,?) will
come arbitrarily close to #(X,0)]. Recently, Fishman,
Grempel, and Prange!® have presented strong arguments
supporting the idea that the quasienergy spectrum of the
system studied by Casati ez al. is discrete. To see why the
classical diffusive result might apply initially, let Aw
denote a typical spacing between adjacent w, eigenvalues,
and note that for (Aw)t <1 the wave function ¢(X,?) does
not yet “know” that the spectrum is discrete. Further-
more, if Aw decreases with #, then the duration of the ini-
tial interval over which P diffuses approaches infinity as #
approaches zero.

In this paper we study the problem of Casati et al.
(henceforth called the kicked rotator) for small finite #
and “short” times, (Aw)f <1, i.e., over the time interval in
which the closest correspondence between quantum and
classical time-evolution behavior is expected. Even in this
time interval, we find that significant differences in sta-
tistical behavior may occur between the quantum and
classical kicked-rotator problems. These differences result
from small integrable regions of phase space in the classi-
cal problem. Such integrable regions, called accelerator
modes, occur only in narrow parameter ranges of the kick-
ing strength, and did not apply to the numerical experi-
ments of Casati et al. In the classical case, particles ini-
tially falling in the region of the accelerator mode experi-
ence acceleration rather than diffusion (cf. Sec. II). Thus,
if a small fraction of an initial ensemble of particles falls
in the accelerator-mode region, we expect the average
value of P? to initially increase linearly with ¢ as the bulk
of the particles (i.e., those not in the accelerator mode) dif-
fuse. However, eventually the contribution to the average
of P? from the small number of large P value,
accelerator-mode particles will become comparable to the
contribution from the diffusing particles. After this time,
the average should increase like #2 (acceleration). Quan-
tum effects allow particles to tunnel out of the
accelerator-mode regions, and thus mitigate their effect.
A simple model describing the diffusion, acceleration, and
tunneling processes will be developed and its results com-
pared with the results of the numerical solution to the full
problem (Sec. V). Good agreement between the model
and the numerical wave-function results is obtained.

One of the main motivations of this paper stems from
the fact that tiny integrable regions in an otherwise
predominantly ergodic phase space (e.g., the accelerator
modes of the standard map) tend to invalidate or compli-
cate attempts to build statistical descriptions of the classi-
cal dynamics of such systems. On the other hand, the
corresponding quantum problem may be expected to be
much less sensitive to tiny integrable phase-space regions
of the classical problem, since such regions can be tun-

neled out of, or may not have any influence at all, if their
area is of the order of # or smaller. Thus, over the early
time, (Aw)t < 1, the statistical description of the dynamics
may be more valid for the small-% quantum problem than
for the corresponding classical problem. While the results
of this paper cannot be said to have proven the general
utility of this point of view, we believe that they do pro-
vide some measure of support for these arguments.

II. THE QUANTUM STANDARD MAP

The Hamiltonian for the kicked rotator is

2

P s =
H=—_—
Y (Iwgcosx)d

) 2)

where x is an angular coordinate with period 27, P is the
angular momentum, I the moment of inertia, w, the
natural frequency of small oscillations, and 8(z/T) is a
periodic 8 function with period 7T,

o

=25

J=—w

t . t
5 T =7 (3)

The classical equations of motion are

P= —Iowisinxd £ , 4)
x=P/I . (5)
Using the notation
Pp= lim p(nT —-95), (6)
80+

we can integrate the equations of motion to obtain

pn+1=pn_68in-xn ’ (7)

Xn41=Xp+Pn 41> (8)
where e€=(w3T?) and p=PT/I. This is the standard

2
map.

Schrodinger’s equation is
. il{)_ ‘ﬁz 82% 2 =t
=—— -— (I —= Y.
ifi a1 2 3x? (Iwgcosx )8 T Y 9)

Defining 1 =t /T and r=#T /I, we obtain

2
;T%'té=_§%'§_ecosx Ss—nyx). (10

There are two independent parameters in the Schrodinger
equation, € and 7. The quantity € is the independent pa-
rameter of the standard mapping, with e~1 corresponding
to the onset of stochasticity. For large €, the quasilinear
diffusion coefficient in p is D~¢€?/2 (see, for example,
Ref. 5). The quantum parameter is 7, which is directly
proportional to #i. The classical limit corresponds to
7—0.

Denote 4, (x)=lim,;  +{(x,e+8). Integrating over

the delta function yields
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FIG. 1. Surface of section plot of an accelerator mode of the
standard map with e=27(1.03).

W= S exp(—ilWD) . (13)

l=—c

In the transform space, the free-particle propagation
yields

itl?
2

Pins1)_ (D=1 (Dexp (14)

III. NUMERICAL PROCEDURES

In what follows we shall be interested in numerically
advancing the wave function forward in time. The algo-
rithm used to propagate i one step forward is based on
Egs. (11)—(14). The wave function v is represented in the
computer by a complex array A of length N. The sub-
script of A denotes the array element, the superscript
denotes the time level:

- J=1
A=t | [ |2 (15)
¢”+ =Yn_exp I |~ |cosx (11) First, a fast Fourier transformation is done,
n A
Since 1 is a periodic function of x, we can write A; " —A4 ;+ . (16)
Ao 1 p2m . In the transform space, the free-particle propagation is ac-
= 27 f 0 explilx)y(x)dx , (12) complished by multiplying by a phase factor,
I
~An
Arexpl—irj—17/2], 1<j<
A(n+1)_ s expl J ] <js 2
J PN .. 17
A exp[—ir(j—1-N)y/2], %+ 1<j<N.
T
An inverse Fourier transform is performed, (The x position is modulo 27.) The angular momentum
~n+1) (n+1) increases linearly in time. (xg,po) is called an accelerating
j T—4; . (18)  fixed point. Several accelerating fixed points have been

Finally, the effect of the potential is multiplication by a
phase factor:

(19)

(n+1)

(n+1)
; +t—4.
—*

4;

cos 2

j=1
N

“exp ‘i

The numerical algorithm conserves the wave-function
normalization to within about machine round-off per time
step.

IV. ACCELERATOR MODES AND DIFFUSION
FOR THE CLASSICAL MAP

An accelerator mode of a mapping is a stable region in
which trajectories are continually accelerated. As an ex-
ample, consider the trajectory of the initial point
(x9,p0)={(m/4,0) of the standard map with e=27m. The
trajectory is easy to compute, and from Egs. (7) and (8) we
obtain

(Xpspn)=(7/4,—2rmn)=(7w/4,—€n) .

cataloged for the standard map in Ref. 5. The region near
a stable accelerating fixed point is an accelerator mode.
Figure 1 is a surface of section plot of the accelerator
mode near x =7 /4, e=2m(1.03).

Accelerator modes are important in calculating the
momentum-space diffusion coefficient. The diffusion
coefficient is

((pn 'P0)2>
m -2 2 7

, (20)
2n

D=1l

n—> o0

where the brackets denote an average over an ensemble of
trajectories. If any member of the ensemble is located
within an accelerator mode, {(p, —po)?) eventually in-
creases faster than n for large n, and hence the limit does
not exist. The diffusion coefficient is then undefined. In
Ref. 5 the effects of noise are shown to remove this diver-
gent behavior. If one limits the ensemble so that no en-
semble trajectories are within accelerator modes, there can
still be problems. In particular, a trajectory can spend a
very long time in the “sticky region” near an accelerator
mode, and thus be accelerated for an extremely long time
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FIG. 2. Momentum-space probability distribution at three
successive times with é=27(1.03) and 7=0.05. Note the sharp
peak of the accelerator mode which moves linearly (in momen-
tum space) in time. Distribution is symmetric about p =0, and
only positive momentum is shown. Momentum is a discrete
variable. Distribution appears continuous because the points
have been connected by straight lines.

before escaping. Karney has made a detailed study of this
phenomenon. '

V. QUANTUM EFFECTS ON ACCELERATOR MODES
AND DIFFUSION

We now turn to the quantum case. Figure 2 shows the
momentum-space probability distribution function at
three successive times. The € value [27(1.03)] is such
that classically there are two accelerator modes, accelerat-
ing in opposite directions. The initial state chosen was
¥(1)=8;0. The broad peak at /=0 is the diffusion of
probability away from /=0. The sharp peaks at large /
values are the accelerator modes. They propagate linearly
in time. The plateau region between the accelerator mode
and the [ =0 peak we call the wake. It consists of proba-

PROBABILITY IN ACCELERATOR MODE

0 40 80 120 160 200 240
TIME

FIG. 3. Fraction of probability in an accelerator mode vs
time, with e=2#(1.03) and 7=0.1. Exponential decay rate is
v=0.123.

O T T T T T T T T
.
15
2 Y 4
\\
= N
=73 N
\
\
N
al N
.
\
_5 - \\I
e
o o
6 1 1 1 1 1 1 1 1
0 10 20 30 40 50 60 70 80 90

FIG. 4. Logarithm of the decay rate y vs 7~1. Straight sec-

tion at low 7! (dashed line) indicates y ~exp(—771!). At large
7—! the map is more classical, and the sticky-region decay is im-
portant. e=2m(1.03).

bility that has been lost by the accelerator mode as it pro-
pagated outward. Figure 3 shows the fraction of probabil-
ity in one of the accelerator modes versus time. The plot
is semilogarithmic, and it is clear that the probability p,
in the accelerator mode decays exponentially,

pa(t)=p,(0)exp(—y1) . (21)

For the case above, ¥y =0.123.

We interpret the exponential loss of probability from
the accelerator mode as a barrier-penetration process. The
probability is trapped within the accelerator mode, but
slowly tunnels out.

For a continuous-time system, the WKB approximation
is

P~exp |—i f;;k(x’)dx’] , (22)
where
k(x'):%{Zm[E—V(x')]}’/z 23)

is the local wave vector. If there is a classically forbidden
region between points x; and x,, the transmission coeffi-
cient for penetrating this barrier is on the order of

T ~exp :lfxtz{Zm[V(x')——E]}l/zdx' . (24)

#

In the discrete-time case we expect that the probability de-
cay rate from the accelerator mode will have the same #
dependence as the transmission coefficient in a
continuous-time system. Since 7 is directly proportional
to #i, we expect

y =exp (25)

with B some constant.

Figure 4 is a plot of In(y) vs 7~!. The prediction of Eq.
(24) is quite accurate for large values of 7, but does not
hold as 7 gets very small. This is due to the sticky region.
For 7 smaii, the time evolution is close to classical, and
tl  ‘lassical losses from the sticky region near the ac-
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FIG. 5. Momentum distribution function for the classical
map at t =60, e=27(1.03). Only positive momentum is shown.

celerator mode dominate the quantum barrier-penetration
losses from the accelerator mode itself. Although the
sticky-region losses are shown as exponential decay rate in
Fig. (4), the observation time is smaller than 1/y. Thus,
the sticky-region losses may well not be exponential.

The wake left by an accelerator mode consists of both
sticky-region and barrier-penetration losses. In particular,
the sticky-region losses show up as a wake in the classical
case. Figure 5 shows a momentum-space distribution for
the classical standard map, Eqgs. (7) and (8). This plot was
made by following a large number (107) of trajectories of
the standard map with initial positions on the p =0 axis.
The initial x positions were evenly distributed. After 60
iterations, the momenta of the trajectories were sorted and
the distribution plotted. The accelerator mode and the
wake are quite clear.

We now present a model that describes the gross
features of the momentum-space probability distribution
in the presence of accelerator modes. Consider the time
evolution of the probability that is not located within the
accelerator mode. Let f denote the probability distribu-
tion in momentum space. Our model equation is

af 32
o _p9S 5.
o =Dt 26)

The first term on the right-hand side represents the dif-
fusion of probability. The second term represents the tun-
neling from the accelerator modes:

(1—Ny)

PROBABILITY DENSITY
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PROBABILITY DENSITY

R —" s
MOMENTUM, P/ (10%)
FIG. 6. Comparison of actual (solid) and predicted (dashed)
momentum distribution function for (a) 7=0.2 and (b) 7=0.05.
Solid curve has been redrawn, and some of the fine scale struc-
ture has been lost. Prediction is from Eq. (28), and does not in-

clude the probability in the accelerator mode itself.
€=2m(1.03), t=60.
YNo
§= exp(—yt)[8(p —et)+8(p +et)] . Q7

v is the loss rate from the accelerator mode, and N, is the
initial size of the two accelerator modes. The assumptions
underlying Eq. (26) are that the initial probability not in
the accelerator mode diffuses outward, and the probability
that leaks out of an accelerator mode starts to diffuse
after it leaks out. Using the Green function for the dif-
fusion equation and the initial condition f(p,0)
=(1—Ny)8(p), the solution to Eq. (27) is

1

f(p,t) p

= e
(4mD1) 72 " 2

X |exp

—p? t Noexp(—yt’)
P , | YIVoeXpl —y
4D ]+fod"

—(p —et')?
aD(t—r) |TE*P

[47D(t —t')]'/2

;M')_z 4 (28)
4D (t —1t') ’
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FIG. 7. Comparison of actual (solid) and predicted (dashed)
mean square momentum vs time for (a) 7=0.2 and (b) 7=0.05.
Prediction is from Eq. (29), with e=27(1.03).

Figure 6 shows plots of f(p,t) along with the actual distri-
bution function for two different values of 7. Ny and ¥
are determined from the decay of the accelerator mode.
The diffusion coefficient is that computed in Ref. 13,
where the method of paths* was applied to the quantum
Wigner function. The central diffusion peak and wake are
apparent. [The accelerator mode is not present, since it is
not included in f(p,t).] Also, there is a slight amount of
probability predicted beyond the accelerator mode. This
is the probability that has diffused faster than the ac-
celerator mode propagates, and is an artifact of the

continuous-time (rather than discrete-time) nature of Eq.
(26). Taking the second moment of the distribution of Eq.
(28), and including the probability in the accelerator mode,
we have

(p*)=(p*)o+2€’Noy ~>+2DNo[exp(—yt)—1]y~"
—2€*Ngexp(—yt)y ~HNt+y~1+2Dt . (29)

Note that asymptotically, {(p?) <. The leakage from the
accelerator mode has eliminated the divergence in the dif-
fusion coefficient. Plots of Eq. (29) compared with the
actual {p?) are shown for two different values of 7 in Fig.
7. From the results depicted in Figs. 6 and 7 we conclude
that the model, Eq. (26), predicts the quantum behavior of
the momentum distribution quite well.'s

VI. CONCLUSION

For the classical kicked rotator with strong kicking,
€>>1in Egs. (7) and (8), the phase space (p,x) is predom-
inantly ergodic, and most initial conditions lead to dif-
fusive particle behavor. However, for e=27m where m is
an integer, small integrable regions (called accelerator
modes) appear within the predominantly ergodic phase
space. Particles initialized within these regions accelerate
rather than diffuse. If one considers an ensemble of initial
conditions, with even a small fraction of the particles ini-
tialized in the accelerator-mode region, then in the long-
time limit {p?) will become proportional to ¢* rather than
to t. That is, the small number of accelerating particles
eventually come to dominate the larger number of diffus-
ing particles when one computes {p?). Here, we have
considered the quantum effects on this problem. We find
that, due to tunneling out of the accelerator-mode regions,
their effect is reduced. A simple model for this process
has been developed and compared with numerical solu-
tions of the wave equation. Results from the model and
the numerical solutions agree well. Based on these results,
we speculate that problems (due to the possible presence of
small integrable phase-space regions) in the application of
statistical concepts to classical mechanics may, in some
cases, be mitigated by quantum or finite-wavelength ef-
fects.
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