ENEEG626. Final examination, 12/15/2005 Instructor: A. Barg

All answer s should be accompanied with proofs.

Problem 1.(14 pts., 2pts each) L&t be the3-ary Hamming code of length = 13.

(a) Write out a parity-check matrik of C'.

(b) Determine the dimension and the distancé€ of

(c) What are the parametelrs, k&, d] of the dual code of”?

(d) Let f(x) = 2% + 22 + 1. Prove that this polynomial is primitive ové.

(e) Using the polynomial from part (d), construct a tablerespnting the field .

(f) Let B be the cyclic ternary Hamming code of length 13. Write out @ty&heck matrix of 5.
(g) What is the generator polynomial 6f?

Problem 2. (8pts., 2pts. each) Letbe a power of a prime numbgr Consider the ensembl&, (n, k) of
linear codes defined by random — k) x n parity-check matriced/ whose elements are chosen indepen-
dently of each other with probability1 /¢) from the finite fieldF,.

(a) Letx € FF, be a given vector and Iéf be a random matrix. What is the probabill®( Hx* = 0)?

(b) What is the mathematical expectation of the number ofwmids of Hamming weight in codes
from the ensembl&,,?

(c)* Prove that there exists a codes L, whose weight distribution is bounded above as follows:

Ay < nPgFm <n> (¢—1)"
w
forallw=1,2,...,n.
(d)? Letn — oo, w = —. Prove that the codé from part (c) satisfies
Ay < "B 1Hha(@) (1+0(1))
wherehy(w) = —log, %7 — (1 —w)log,(1 — w).
Problem 3. (8pts., 1pt. each) True or false (explain your answer):
(a) The minimum distance of a linear code code equals theahitk parity-check matrix.
(b) The covering radius of a linear code code equals thedargeight of the coset leader.
(c) If alinear code is perfect then every coset leader is quanwvector of the minimum weight in its coset.
(d) Itis not possible to achieve capacity of the binary syrmimehannel if we transmit using linear codes.

(e) Suppose a linear code can correct 4 errors under somdidgagorithm. Suppose that this code is
used to correc8 errors (i.e., the decoder outputs a codeword only if it isnfbto be distance< 3 to the
received word and outputs erasure otherwise). Then thapiid of decoding error for the first algorithm
will be smaller than for the second algorithm.

(f) Let « be a root of a primitive polynomial of degree over[F, and let: > 1 be an integer. The
cyclotomic coset that containg can be of sizd,2,3,...,m — 1,m.

(g) Typical random binary linear codes unaaaximum likelihood decoding achieve capacity of the binary
symmetric channel (i.e., for any < 1— hy(p) typical codes in the ensembl&n, Rn) have vanishing error
probability).

(h) The code in Problem 1(c) of this exam is Maximum DistanepeBable (MDS).

1The Markov inequality states that a random variabtatisfiesP (¢ > a) < E[¢]/a.
%Recall that( ") < 2 n(@leszwt(imw)losy(1=w)),
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