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Abstract—Passivity-based control has emerged as an important paradigm for synchronization of networked robotic systems. Despite the practical utility of task space algorithms, the previous results focussed on joint space synchronization, and were primarily derived for kinematically identical manipulators. Hence, in this paper the problem of task space synchronization of (possibly redundant) heterogeneous robotic systems is studied. By exploiting passivity based synchronization results developed previously, an adaptive control algorithm is proposed to guarantee task space synchronization of networked robotic manipulators in the presence of dynamic uncertainties and time-varying communication delays. To demonstrate the efficacy of proposed framework, numerical simulations and experiments are conducted with redundant and non-redundant manipulators respectively.
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I. INTRODUCTION

The design of control algorithm, and/or artificial interconnections to synchronize a group of interconnected dynamical systems is known as controlled synchronization [1]. Controlled synchronization between multiple manipulators can lead to high performance control algorithms, for example, in production processes where high flexibility, manipulability, and maneuverability are desirable characteristics. Controlled synchronization for robotic systems was first proposed in [2], where the manipulators were controlled to follow a desired trajectory, and mutual synchronization between the robotic systems was utilized to enhance the performance of the closed loop system. As the proposed algorithm required all-to-all coupling between the agents, the control scheme did not scale well with the number of robots. Subsequently, contraction theory was utilized [3] to guarantee synchronization and tracking on regular graphs. The authors also applied their theoretical results for synchronization of formation flying spacecraft in [4]. A passivity-based algorithm for synchronization and tracking of mechanical systems on balanced communication graphs was studied in [5]. The various advantages of controlled synchronization have been well discussed in the aforementioned papers [2]–[5].

The passivity and the dissipativity paradigm were used to study the synchronization problem in [6]–[8]. Specifically, it was demonstrated in [8], [9] that nonlinear passive systems can be output synchronized, provided the storage function is positive definite, and the interagent communication graph is balanced. These results were successfully applied to joint space synchronization of bilateral teleoperators [10]. Building on this work, scaled synchronization of bilateral teleoperators with different configurations was proposed in [11]; however, the authors considered motion control of kinematically identical, and non-redundant robotic systems. Motivated the possible performance benefits of redundant systems, teleoperation of redundant manipulators was studied in [12]. However, the master and slave robots were required to have the same degrees-of-freedom, and communication unreliabilities (e.g. time delays) between the robotic systems were not considered.

In this paper, we study controlled synchronization of heterogeneous robotic manipulators in the task space. By demonstrating that the task space tracking control developed in [13], [14] is input-output passive, the output synchronization results in [8] are utilized to synchronize robotic manipulators in the task space. Under the assumption that the communication graph between the agents is balanced and strongly connected, the tracking and synchronizing errors are guaranteed to converge to the origin. In contrast to [10]–[12], where joint space synchronization between two robotic systems was studied, we develop task space synchronization algorithms for multiple non-redundant and redundant manipulators. Additionally, redundancy in the manipulators is also exploited for achieving sub-tasks [15], such as increased manipulability in the workspace.

It is well known that time delays in the feedback loop, for example when the control signals are communicated over unreliable networks, can destabilize the closed loop system [16]. The problem of synchronization with time delays has been studied in [3], [5], [8], [9], where the time delays were assumed to be constant and bounded. However, in networked multi-robotic systems, the communication delays may be time-varying with possibly unknown statistics. To address this issue, the problem of task space synchronization with time-varying communication delays is also studied. Based on the assumption that the maximum rate of change of delays is less than one, a control algorithm is proposed for delay independent task space synchronization of heterogeneous robotic manipulators.

The rest of the paper is organized as follows. The relevant background is discussed in Section II, which is followed by the results of task space synchronization in Section III. The output synchronization problem in the presence of time-varying delays in the communication channel is studied in Section IV. In Section V, simulation and experimental results are presented to demonstrate the efficacy of the proposed control algorithms. Finally, the conclusions are made in Section VI, and avenues for future research are also discussed.

II. PRELIMINARIES

Following [17], in the absence of friction, the Euler-Lagrange equations of motion for an n-degree-of-freedom robotic manipulator are given as

\[ M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + g(q) = u, \]  

where \( q \in \mathbb{R}^n \) is the vector of generalized configuration coordinates, \( u \in \mathbb{R}^n \) is the vector of generalized forces acting on the system, \( M(q) \in \mathbb{R}^{n \times n} \) is a symmetric, positive definite matrix, \( C(q, \dot{q}) \in \mathbb{R}^{n \times n} \) is the vector of Coriolis/Centripetal forces, and \( g(q) = \frac{\partial Y}{\partial q} \in \mathbb{R}^n \) is the gradient of the potential function \( G(q) \). In this paper, the analysis is focused on manipulators with revolute joints. Therefore, the above equations exhibit certain fundamental properties due to their Lagrangian dynamic structure [17].

- **Property 1:** The matrix \( M(q) \) is positive definite and there exists positive constants \( \lambda_m \) and \( \lambda_M \) such that
  \[ \lambda_m I \leq M(q) \leq \lambda_M I. \]  

- **Property 2:** For any differentiable vector \( \xi \in \mathbb{R}^n \), the Lagrangian dynamics are linearly parameterizable which gives that
  \[ M(q) \dot{\xi} + C(q, \dot{q}) \xi + g(q) = Y(q, \dot{q}, \xi, \dot{\xi}) \Theta, \]  

where \( \Theta \in \mathbb{R}^n \) is a set of dynamic parameters and \( Y \in \mathbb{R}^{n \times k} \) is a matrix of known functions of the generalized coordinates and their higher derivatives.

- **Property 3:** Under an appropriate definition of the matrix \( C \), the matrix \( M - 2C \) is skew symmetric.
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Let $X \in R^{m}$ represent the position of the end-effector in the task space. It is related to the joint space vector $q$ as

$$X = h(q), \quad \dot{X} = J(q) \dot{q},$$

(4)

where $h(\cdot) : R^n \rightarrow R^m$ denotes the mapping between the joint space and the task space, and $J(q) = \partial h(q)/\partial q \in R^{m \times n}$ is the Jacobian matrix. In this paper, the Jacobian is assumed to be known; future work will incorporate adaption schemes as proposed in [18], [19].

For the multi-agent system, the communication topology and information exchange between the agents can be represented as a graph. The reader is referred to [20] for the graph theoretic notions utilized in this paper. The subsequent analysis are performed under the assumption that the interconnected communication graph is balanced and strongly connected [20], and there exists a unique path [20] between any two distinct agents.

### III. TASK SPACE CONTROLLED SYNCHRONIZATION

In this section, the passivity property of the task space trajectory tracking algorithm is first developed [13], [14]. Consequently, this property is then utilized to synchronize manipulators in the task space. The individual systems are required to track a trajectory $X^d(t)$ which is assumed to be twice differentiable. Thus, the signals $\dot{X}^d(t)$, $\ddot{X}^d(t)$ are well defined, and are additionally assumed to be bounded.

The dynamic uncertainty in the robot dynamics is represented by the uncertain parameter $\Theta$. It is also assumed that the position of end-effector $X$ is known from either vision systems, position sensors or laser systems, and that the robot is operated in a finite task space where the Jacobian matrix has full rank.

#### A. Task Space Control Algorithm and Passivity Property

Consider the dynamical system (1), and let the control input [13], [14] be given as

$$u = \dot{M} a + \dot{C} v + \dot{g} - K_s \dot{s} - J^T K^T J \ddot{X} + J^T \tau,$$

(5)

where $M$, $C$, and $g$ denote the estimates of $M$, $C$, and $q$ respectively, $\ddot{X} = X - X^d$ denotes the tracking error, $K_s$, $K_j$ and $\Lambda$ are positive definite diagonal matrices, and $\tau$ is the synchronizing control that will be subsequently defined. The signals $a$, $v$, and $s$ in (5) are defined below (for the non-redundant case where $n = m$),

$$v = J^{-1}(X - X^d),$$

$$a = J^{-1}(\dot{X} - \Lambda(X - X^d)) + J^{-1}(\ddot{X} - \Lambda(X - X^d)),$$

$$s = J^{-1}(-\dot{X}^d + \Lambda(X - X^d)) + \dot{\bar{q}},$$

(6)

where $\bar{v} = \dot{\bar{q}} - s$ and $\bar{a} = \bar{v}$.

Defining $r = J \dot{s}$, the above equation becomes

$$r = (X - X^d) + \Lambda(X - X^d) = \ddot{X} + \Lambda \dddot{X},$$

(7)

where $r$ is the combination of position and velocity tracking errors in the task space.

Using Property 2, the linear parametrization property for Lagrangian systems, the control input can be written as

$$u = Y(q, \dot{q}, v, a) \bar{\Theta} - K_s \dot{s} - J^T K^T J \ddot{X} + J^T \tau,$$

(8)

where $\bar{\Theta}$ is the estimate of the dynamic parameter vector $\Theta$. Let the estimate be updated as

$$\dot{\bar{\Theta}} = -\Gamma^{-1} Y^T s,$$

(9)

where $\Gamma$ is a positive definite matrix. Substituting (8) into (1), the closed loop system can be written as

$$\dot{s} + Cs + K_s \dot{s} = Y \bar{\Theta} - J^T K^T J \ddot{X} + J^T \tau,$$

(10)

where $\bar{\Theta} = \bar{\Theta}(t) - \Theta$. The first result in this paper follows.

**Lemma 1.** The dynamical system (6), (9), and (10) is passive with $(\tau, r)$ as the input-output pair.

**Proof:** Consider the positive definite storage function $V$ as

$$V(s, \dot{X}, \bar{\Theta}) = \frac{1}{2} \left( s^T M s + \dot{X}^T K_j \dot{X} + \bar{\Theta}^T \Gamma \bar{\Theta} \right).$$

(11)

Differentiating the storage function along the system trajectory and using Property 3, the derivative reduces to

$$\dot{V} = s^T J^T \tau - s^T K_j s + \dot{X}^T \dot{K}_j \dot{X} - s^T J^T \dot{K}_j \dot{X} + s^T \dot{Y} \bar{\Theta} + \dot{\bar{\Theta}}^T \Gamma \bar{\Theta}. $$

(12)

Using (7), the derivative of $\dot{X}$ can be written as

$$\dot{X} = -\Lambda \dddot{X} + J s.$$  

(13)

Substituting the update law (9) and (13) in (12) yields

$$\dot{V} = r^T \tau - s^T K_j s - \dot{X}^T K_j \dot{X} \Lambda \dddot{X}.$$  

(14)

Hence, the dynamical system (6), (9), and (10) is passive [21] with $(\tau, r)$ as the input-output pair respectively.

#### B. Task Space Controlled Synchronization

Lemma 1 suggests that the output synchronization results of [8] can be applied to the dynamical system (6), (9), and (10). Considering an $N$ agent multi-agent system, the dynamics of the individual manipulators can be written as

$$\dot{s}_i = -\Gamma^{-1} Y^T s_i, $$

$$\dot{\bar{s}}_i = J \dot{s}_i - \Lambda \dddot{X}_i, $$

$$\dot{\bar{s}}_i = M_i^{-1}(\dot{X}_i - \Lambda \dddot{X}_i) + \dot{Y}_i \bar{\Theta}_i - J^T \dot{K}_j \ddot{X}_i + J^T \tau_i,$$

(15)

where $i = 1, \ldots, N$.

The agents communicate the signals $r_i = J \dot{s}_i$ with their neighbors, and are said to output synchronize if

$$\lim_{t \to \infty} (r_i(t) - r_j(t)) = 0 \quad \forall i, j \in N_i,$$

(16)

where the set $N_i$ denotes the neighbors of the $i^{th}$ agent. Define $z_i = [\bar{s}_i \ X_i \ s_i]^T$ as the state of the individual agent and the state of the interconnected multi-agent system is denoted by $Z = [z_1 \ldots z_N]^T$.

Let the synchronizing control be given as

$$\tau_i = \sum_{j \in N_i} K_i (r_j - r_i) \quad i = 1, \ldots, N,$$

(17)

where for the sake of simplicity, the synchronizing gain $K_s$ is assumed to be a positive constant. The main result on task space synchronization is now presented.

**Theorem 1.** Consider the dynamical system, described by (15), where the robotic systems are assumed to be non-redundant. If the Jacobian matrix has full rank, and the interconnected communication graph is balanced and strongly connected, then the agents’ position and velocities synchronize in the task space, and agents asymptotically follow the desired trajectory.

**Proof:** Consider a positive definite storage function for the $N$ agents system as

$$V(Z) = V_1(z_1) + \ldots + V_N(z_N) = \sum_{i=1}^{N} V_i(z_i).$$

(18)
where $V_i(z_i)$ is the storage function (11) for the $i^{th}$ agent. Following the proof of Lemma 1, and using (14), the derivative of this storage function can be written as

$$
\dot{V}(Z) = \sum_{i=1}^{N} \left( r_i^T \dot{r}_i - s_i^T K_{t_i} s_i - \ddot{X}_i^T J_i \dot{X}_i \right)
$$

$$
= \sum_{i=1}^{N} \sum_{j \in N_i} K_{ij} s_i^T (r_j - r_i) - \sum_{i=1}^{N} \left( s_i^T K_{t_i} s_i + \ddot{X}_i^T J_{ji} \dot{X}_i \right).
$$

As the information exchange graph is balanced [8], the following equation holds.

$$
2 \sum_{i=1}^{N} \sum_{j \in N_i} r_i^T r_i = \sum_{i=1}^{N} \sum_{j \in N_i} r_i^T r_i + \sum_{i=1}^{N} \sum_{j \in N_i} r_j^T r_j.
$$

Therefore, the derivative of storage function becomes

$$
\dot{V} = -\frac{1}{2} \sum_{i=1}^{N} \sum_{j \in N_i} K_{ij} (r_j - r_i)^T (r_j - r_i) - \sum_{i=1}^{N} \left( s_i^T K_{t_i} s_i + \ddot{X}_i^T J_{ji} \dot{X}_i \right).
$$

Hence, the zero solution of (15) and (17) is globally stable, and all signals are bounded. Integrating the above equation from $[0,t]$, it is easy to obtain that $\dot{X}_i, \dot{s}_i$, and $(r_j - r_i) \in L_2$, where $j \in N_i, i$. As all signals are bounded, the signals $\dot{X}_i, \dot{s}_i$, and $(r_j - r_i) \in L_\infty$. Using Lemma 8.1 in [17], we conclude that $\lim_{t \to \infty} \dot{X}_i(t) = 0$, $\lim_{t \to \infty} s_i(t) = 0$, $\lim_{t \to \infty} (r_j(t) - r_i(t)) = 0$ $j \in N_i, i$. Therefore, the agents achieve output synchronization (16), and asymptotically follow the desired trajectory in the task space. Note that $r_j - r_i = \dot{X}_j + \dot{A} \dot{X}_j - (\dot{X}_i + \dot{A} \dot{X}_i)$, (19)

$$
(\dot{X}_j - \dot{X}_i) + \dot{A}(X_j - X_i) = \dot{e}_{ij} + \dot{\epsilon}_{ij},
$$

e where $\epsilon_{ij} = X_j - X_i$ denotes the synchronization error. The above equation represents an exponentially stable linear system with the input $r_j - r_i$. As shown in [22], it follows that if $r_j - r_i$ is a signal that asymptotically converges to zero, and $\dot{e}_{ij}$ is bounded then $\lim_{t \to \infty} \epsilon_{ij}(t) = 0$ $j \in N_i, i$. Therefore, output synchronization (16) guarantees that the position and the velocities of the neighboring agents’ end-effectors asymptotically approach each other. As the communication graph is assumed to be strongly connected, all agents synchronize in the task space.

C. Task Space Synchronization with Redundant Manipulators

If the robotic manipulators are redundant, that is, $n > m$, the null space of the Jacobian matrix has a minimum dimension of $n - m$. Therefore, the task space motion will not be influenced by the link velocity in the null space. This fact can be utilized in several sub-tasks, such as singularity avoidance, joint limits, and obstacle avoidance, to improve the performance of trajectory tracking [15], [23].

Following [14], [24], the control scheme can be modified as

$$
v = J^+ (\ddot{X} - \dot{X} - X) + \left( I_n - J^+ J \right) \psi,
$$

$$
a = J^+ (\ddot{X} - \dot{X} - X) + J^+ (\ddot{X} - \dot{X} - X) + \frac{d}{dt} [I - J^+ J] \psi,
$$

$$
s = J^+ (\ddot{X} - \dot{X} - X) - \left( I_n - J^+ J \right) \psi + \dot{q},
$$

(20)

where $\psi \in R^n$ is a negative gradient of the convex function for the sub-task to be optimized, $I_n$ is an $n \times n$ identity matrix, and $J^+ \in R^{n \times m}$ is pseudo-inverse of $J$, which is defined by $J^+ = J^T (JJ^T)^{-1}$, and satisfies $JJ^+ = I_m$.

Since pseudo-inverse $J^+$ has the following properties,

$$
J(I_n - J^+ J) = 0, \quad (I_n - J^+ J)J^+ = 0,
$$

$$
(I_n - J^+ J)(I_n - J^+ J) = I_n - J^+ J,
$$

the vector $r$ can be defined analogously (7) to the non-redundant scenario.

According to [15], the sub-task tracking error is defined as $e_N(t) = (I_n - J^+ J)(\dot{q} - \psi)$. Pre-multiplying $s$ in (20) by $(I_n - J^+ J)$ and using the properties above, we can obtain the relation between the sub-task tracking error $e_N$ and $s$ as

$$
(I_n - J^+ J)s = (I_n - J^+ J)J^+ (-\ddot{X} + \dot{X} - X) + (I_n - J^+ J) \psi + (I_n - J^+ J) \dot{q} = (I_n - J^+ J)(\dot{q} - \psi) = e_N.
$$

(21)

Thus, if $\lim_{t \to \infty} s(t) = 0$, then the sub-task tracking error also approaches the origin.

As the matrix $(I_n - J^+ J)$ satisfies the property that $J(I_n - J^+ J) = 0$, for redundant robots, the modified signals $\alpha, \nu$, and $s$ in (20) are employed for the control input (5) in the control task. Hence, following the proof of Theorem 1, the convergence of task space synchronization errors, and the sub-task tracking errors to the origin is guaranteed by the control scheme. The next result formalizes the above discussion.

Corollary 1. Consider the dynamical system described by (15) and (17), where one or more manipulators may have redundant degrees-of-freedom. If the interconnected communication graph is balanced and strongly connected, then the manipulators synchronize in the task space, and asymptotically follow the desired trajectory. Additionally, the sub-task tracking errors for the redundant manipulators converge to the origin.

IV. TASK SPACE SYNCHRONIZATION WITH TIME DELAYS

When communicating over unreliable communication networks, such as a wireless network, it is possible to have time-varying communication delays between the robotic systems. In the subsequent analysis, it is assumed that $T_{ji}(t)$ denotes the time-varying time delays from the $i^{th}$ agent to the $j^{th}$ agent. The time delays are assumed to be continuously differentiable, bounded $(0 < T_{ji}(t) < T_{M_{ji}} < \infty)$, and satisfy

$$
\bar{T}_{ij}(t) < \bar{T}_{ij} < 1 \quad j \in N_i, i = 1, \cdots, N,
$$

(22)

where $T_{ij}$ is a nonnegative constant. The condition (22) implies that the time-varying delays cannot grow faster than time itself, but there is no constraint on the decreasing rate of delays, as long as the delays are continuously differentiable and bounded.

Definition In the presence of delays, the manipulators are said to delay-output synchronize if

$$
\lim_{t \to \infty} (r_j(t) - T_{ji}(t)) - r_i(t) = 0 \quad \forall i, j \in N_i,
$$

(23)

where $r_j(t) - T_{ji}(t)$ is the delayed output of the $j^{th}$ agent received by the $i^{th}$ agent.

To achieve delay-output synchronization, define positive constant gains dependent on the maximum rate of change of delays [25] as (24)

$$
d_{ji}^2 \leq \left( 1 - \bar{T}_{ij} \right) \quad j \in N_i, i = 1, \cdots, N.
$$

(24)

Let the delay-synchronizing control be given by

$$
\tau_i = \sum_{j \in N_i} K_s (d_{ji}^2 r_j(t - T_{ji}(t)) - \frac{d_{ji}^4}{2} r_j).
$$

(25)
In the proposed control algorithm, \( r_j(t - T_{ji}(t)) \) indicates the output signal that was transmitted \( T_{ji}(t) \) units of time earlier by the \( j \)th agent, and is received at the current time instance \( t \) by the \( i \)th agent. Hence, the control input defined above utilizes the delayed output, and does not require exact knowledge of time-varying delays. The result on task space synchronization with communication time-varying delays follows.

**Theorem 2.** Consider the dynamical system, described by (15) and (25), where only non-redundant manipulators are considered. If the Jacobian matrix has full rank, and the interconnected communication graph is balanced and strongly connected, then the manipulators delay output synchronize and asymptotically follow the desired trajectory. Furthermore, in the presence of time-varying delays, the synchronization errors in task space are bounded, and asymptotically converge to zero.

**Proof:** Consider a positive definite storage functional for the delayed system as

\[
V(Z) = \sum_{i=1}^{N} V_i(z_i) + \frac{K_s}{2} \sum_{i,j \in N_i} \int_{T_{ji}(t)}^{t} r_j^T(\sigma) r_j(\sigma) d\sigma,
\]

where the storage function \( V_i(z_i) \) is given by (11) for \( i \)th agent. Taking the time derivative along the trajectories of the system yields

\[
\dot{V} = \sum_{i=1}^{N} \left( r_i^T T_{ji}(t) - s_i^T K_{ji} s_i - X_i^T K_{ji} \dot{X}_j \right) + \frac{K_s}{2} \sum_{i,j \in N_i} \left( r_j^T r_j \right) - (1 - \dot{T}_{ji}(t)) r_j^T (t - T_{ji}(t)) r_j(t - T_{ji}(t)).
\]

Substituting the delay-synchronizing control (25) into the inequality above, the derivative becomes

\[
\dot{V} \leq \frac{K_s}{2} \sum_{i,j \in N_i} \left( 2d_{ji} r_i^T r_j(t - T_{ji}(t)) - d_{ji} r_i^T r_i - r_i^T r_i \right) + \alpha d_{ji} r_j^T (t - T_{ji}(t)) r_j(t - T_{ji}(t)) - \alpha T_{ji}(t) r_j^T (t - T_{ji}(t)) r_j(t - T_{ji}(t)) - \sum_{i=1}^{N} \left( s_i^T K_{ji} s_i + X_i^T K_{ji} \dot{X}_j \right).
\]

As the graph is balanced, the inequality \( \sum_{i=1}^{N} \sum_{j \in N_i} r_i^T r_i = \sum_{i=1}^{N} \sum_{j \in N_i} r_j^T r_j \), the derivative of the storage function becomes

\[
\dot{V} \leq - \sum_{i=1}^{N} \left( s_i^T K_{ji} s_i + X_i^T K_{ji} \dot{X}_j \right) - \frac{K_s}{2} \sum_{i,j \in N_i} d_{ji} (r_i - r_j(t - T_{ji}(t)))^T (r_i - r_j(t - T_{ji}(t))).
\]

Hence, all signals in the dynamical system (15) and (25) are bounded. Following the arguments as in Theorem 1, it can be obtained that the signals \( \dot{X}_i, s_i, X_i(t - T_{ji}(t)) - r_i, \dot{X}_j(t - T_{ji}(t)) - r_i, \dot{X}_j(t - T_{ji}(t)) - r_i \in L_\infty \), and it can be shown that \( \lim_{t \to \infty} \dot{X}_i(t) = 0, \lim_{t \to \infty} s_i(t) = 0 \) and \( \lim_{t \to \infty} (r_i(t - T_{ji}(t)) - r_i(t)) = 0 \) \( \forall i,j \in N_i \). Therefore, the synchronizing control and communication assumption guarantee delay-output synchronization (23) in the presence of time-varying delays in the communication.

By defining \( e_j^d := X_j(t - T_{ji}(t)) - X_i(t) + X_i(t) - X_j(t) \), the delay-output synchronization can be further rewritten as

\[
r_j(t - T_{ji}(t)) - r_i = \left( X_j(t - T_{ji}(t)) - X_i(t) + X_i(t) - X_j(t) \right)
+ \alpha (X_j(t - T_{ji}(t)) - X_i(t) + X_i(t) - X_j(t))
- \left( (X_i - X_j) + \alpha (X_i - X_j) \right).
\]

Following the statement in [5], as \( r_j(t - T_{ji}(t)) - r_i(t) \) converges asymptotically to zero and \( e_j^d \) is bounded, \( \lim_{t \to \infty} e_j^d(t) = 0, \forall j \in N_i \). Since \( e_j^d \) and \( X_j \) are bounded, and

\[
e_j^d = X_j(t - T_{ji}(t)) - X_i + X_i - X_j(t - T_{ji}(t)) = (X_j - X_i) + \dot{X}_j(t - T_{ji}(t)) - \dot{X}_j,
\]

the synchronization errors in task space, \( X_j - X_i, \forall j \in N_i, \forall i \), are bounded. Using (27) and letting \( t \to \infty \), we obtain that \( \lim_{t \to \infty} X_j(t) - X_i(t) = 0 \).

Theorem 2 demonstrates that by utilizing the delay-synchronizing control (25), it is possible to synchronize heterogeneous robotic manipulators under time-varying communication delays. Based on the assumption that time delays in the communication channels are continuous, the derivative of the time-varying delays is less than one due to the causality implications [26]. Therefore, the delays may be large, but are required to have slow variations as dictated by the assumption (22). In practical implementation, it is possible that there may be packet losses, sharply varying delays, and packet ordering in the system. The incoming data can be buffered, and appropriate communication management modules can be utilized [27] to address this problem. As the application of these methods is beyond the scope of this paper, the readers are referred to [27]–[29] for more details.

The delay-synchronizing control (25) in Theorem 2 is applicable for guaranteeing output synchronization by choosing \( d_{ij} \) if the time delays in the communication channels are constant. In addition, if there are redundant manipulators in the interconnected system, the next corollary follows from the analysis in Section III-C.

**Corollary 2.** Consider the dynamical system described by (15) and (25), where one or more redundant manipulators may cooperate with other robots. If the interconnected communication graph is balanced and strongly connected, then the agents delay output synchronize, and asymptotically follow the desired trajectory. Additionally, the convergence of sub-task tracking errors of redundant manipulators is guaranteed.

**V. VALIDATION RESULTS**

A. Simulations: Synchronization with Redundant Manipulators

In this subsection, simulations are utilized to analyze the efficacy of the previously described synchronization algorithms. The multi-agent system consists of two 2-link, and two 3-link planar manipulators. Since all the robotic agents in the system are planar manipulators, the control goal is to synchronize the end-effectors in the X-Y plane while ensuring that they follow the desired trajectory. The agents are interconnected using a ring topology as shown in Figure 1 (a), where agents 2 and 3 are the 2-link manipulators, and agents 1 and 4 are the 3-link redundant manipulators.

The dynamics of the planar manipulators are adapted from [17]. In the simulations, the parameters are listed in Table I with \( g = 9.8 \), where \( m_{ij} \) denotes the mass of the \( j \)th link for the \( i \)th agent, \( i_{ij} \) denotes the length of the \( j \)th link for the \( i \)th agent, and \( I_{ij} \) denotes the moment of inertia of the \( j \)th link for the \( i \)th agent. The initial joint angles are assigned as \( q_1(0) = [0.8, 1.2, 0.4] \) rad, \( q_2(0) = [0.5, 0.8] \) rad, \( q_3(0) = [-0.8, 1.8] \) rad, and \( q_4(0) = [1.7, 1.6, 0.9] \) rad. The desired trajectory for the end-effectors is given as \( X(t) = 1.2 + 0.5 \sin(t) \) cm, and \( Y(t) = 1 + 0.3 \cos(t) \) cm. Furthermore, in the simulations, the sub-task function for redundant manipulator agent 1 is selected as \( \psi_1 = -20(q_{11} - 1) \), which is the negative gradient of
TABLE I: Parameters utilized in simulations.

<table>
<thead>
<tr>
<th>Agent</th>
<th>Length of link</th>
<th>Mass</th>
<th>Inertia</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>$l_{11} = 1.2$, $l_{12} = 0.9$, $l_{13} = 0.8$</td>
<td>$m_{11} = 1.1$, $m_{12} = 0.8$, $m_{13} = 0.5$</td>
<td>$I_{11} = 0.012$, $I_{12} = 0.135$, $I_{13} = 0.025$</td>
</tr>
<tr>
<td>2nd</td>
<td>$l_{21} = 1.5$, $l_{22} = 1.4$</td>
<td>$m_{21} = 1.2$, $m_{22} = 0.6$</td>
<td>$I_{21} = 0.24$, $I_{22} = 0.12$</td>
</tr>
<tr>
<td>3rd</td>
<td>$l_{31} = 1.5$, $l_{32} = 0.6$</td>
<td>$m_{31} = 0.8$, $m_{32} = 0.75$</td>
<td>$I_{31} = 0.035$, $I_{32} = 0.08$</td>
</tr>
<tr>
<td>4th</td>
<td>$l_{41} = 0.9$, $l_{42} = 0.8$, $l_{43} = 0.7$</td>
<td>$m_{41} = 1.1$, $m_{42} = 0.9$, $m_{43} = 0.8$</td>
<td>$I_{41} = 0.12$, $I_{42} = 0.023$, $I_{43} = 0.31$</td>
</tr>
</tbody>
</table>

(10$q_{11} - 1$)$^2$, where $q_{11}$ is the first joint angle of agent 1. This sub-task tracking function forces the first joint of agent 1 towards $q_{11} = 1$ rad. In the case of agent 4, $\psi_4 = \frac{1}{m}(\text{det}(J_4J_4^T))$ is selected as in [15] for increasing the manipulability of the manipulator.

The control gains for the subsequent simulations are given as $K_{11} = K_{14} = \text{diag}[5, 5, 5]$, $K_{12} = K_{13} = \text{diag}[5, 5]$, $\Lambda = \text{diag}[10, 10]$, and $K_{ji} = \text{diag}[2, 2]$, $i = 1, 2, 3, 4$. In the absence of synchronization, $K_s = 0$, manipulators follow the desired trajectory in the task space as shown in Figure 2 (a). If the synchronizing gain $K_s = 10$, agents synchronize and then follow the trajectory as shown in Figure 2 (b). For the redundant manipulators, agents 1 and 4, the null space can be utilized in several sub-tasks. Based on the sub-task functions described above, the first joint of agent 1 moves towards a steady state configuration of 1 rad as shown in Figure 3, and the sub-task for agent 4 increases the manipulability as shown in Figure 4.

We next discuss the simulation results for task space synchronization in the presence of communication delays. The agents communicate the signal $r_1$ to their neighbors with communication delays $T_{23}(t)$, $T_{34}(t)$, which satisfy the assumption that $T_{ij}(t) \leq 1, i = 1, 2, 3, 4$. The gains for the time-varying delays, $d_{ji}$, $\forall i, j$, are assumed to be equal for the sake of simplicity, and are selected as $d_{ji} = 0.5$, $j \in N_i$, $i = 1, 2, 3, 4$. If the synchronizing controller in (17) is utilized without any additional compensation, as shown in Figure 5 (a), there are abnormal oscillations resulting from the influence of time-varying communication delays. However, if the controller was replaced by (25), the manipulators synchronize without perturbations, and follow the desired trajectory as shown in Figure 5 (b). The synchronization errors between the agents are shown in Figure 6 and 7. Using the time-varying synchronizing controller (25), agents achieve synchronization faster with better performance as compared to the controller described in (17).

B. Experiments: Synchronization with Non-Redundant Manipulators

The proposed control algorithms are also implemented using non-redundant PHANToM Omni haptic devices. The Omni is a cost-effective device that can be utilized to test, and verify control schemes. For the subsequent experiments, the detachable stylus of the Omni was removed, and the last two joints were constrained to reduce the influence of the unactuated links on the robot dynamics.
Hence, the Omni performs as a fully actuated manipulator with three revolute joints.

In the experiments, three fully actuated manipulators interconnected with a balanced topology (see Figure 1 (b), are controlled by a desktop computer. The control program was written in C with the use of OpenHaptics API, a software by SensAble Technologies [30]. It was assumed that all signals acquired from the API are reliable. The data collection and control input rate ran at a sampling rate of 1kHz, and the position and velocity of the end-effector was obtained from OpenHaptics API. The desired trajectory for the end-effector was chosen as \( X(t) = 60 \sin(0.2\pi t) \text{ mm}, Y(t) = 150 + 40\cos(0.2\pi t) \text{ mm}, \) and \( Z(t) = 80 \text{ mm} \) due to the workspace limitations. Moreover, time-varying delays were artificially added to the communication path and were given as \( T_{21}(t) = 0.3 + 0.2\sin(t) \text{ sec}, T_{23}(t) = 0.6 + 0.5\sin(t) \text{ sec}, \) and \( T_{31}(t) = 0.4 + 0.3\sin(t) \text{ sec}. \) The gains \( d_{ij} \) utilized to compensate for the time-varying delays were chosen to be equal with \( d_{ij} = 0.7 \quad j \in N_i, \; i = 1, 2, 3. \)

The experiments were conducted using the control scheme (8), where the regressor matrix \( Y \) and parameter vector \( \Theta \) are listed in the Appendix. The control parameters are given as \( \Lambda = \text{diag}\{10, 10, 10\}, \; K_i = \text{diag}\{0.1, 0.15, 0.15\}, \; K_j = \text{diag}\{0.1, 0.15, 0.14\}, \; \Gamma_i^{-1} = \text{diag}\{0.01, 0.01, 0.001, 0.01, 0.005, 1.5, 2\} \quad i = 1, 2, 3, \) and synchronizing gain \( K_s = 0.006. \) The dynamic parameters are updated using the adaptive control in (9) with \( \hat{\Theta}_i(0) = [0.1, 0, 0.2, 0.4, 0.4, 0.1, 70, 80], \Theta_{2}(0) = [0.1, 0, 0.2, 0.4, 0.4, 0.1, 80, 60], \) and \( \Theta_{3}(0) = [0.1, 0, 0.2, 0.4, 0.4, 0.1, 75, 70]. \)

If the synchronizing controller in (17) was used, time-varying delays resulted in abnormal oscillations as shown in Figure 8 (a). However, if the controller was replaced by (25), the manipulators synchronized faster with better performance, as shown in Figure 8 (b). For the synchronizing controller (25), the synchronizing errors between agents are shown in Figure 9 (a), and Figure 9 (b) illustrates the synchronizing joint torque \( J^T \tau. \) As seen from these results, three manipulators can achieve task space synchronization in the presence of time-varying delays with bounded synchronizing torques. Additionally, the synchronizing errors in the task space are bounded, and asymptotically converge to zero. Furthermore, the estimates of the dynamic parameters are shown in Figure 10, where \( \Theta_i \) denotes the \( r^{th} \) entry of \( \Theta. \) These experimental results demonstrate that the interconnected manipulators can achieve task space synchronization in the presence of dynamic uncertainties, and time-varying communication delays by utilizing the control algorithms developed in this paper.
Future work will consider the effect of different communication efficacy of the proposed control algorithms was studied by numerical to time-varying delays in communication was also investigated. The robotic systems were redundant, the additional degrees-of-freedom of link \( l_i \) respectively, where

\[ Y = \begin{bmatrix}
  a_1 c_{22} - s_{22} (v_2 \dot{\theta}_1 - v_1 \dot{\theta}_2) \\
  -s_{22} c_{22} \dot{\theta}_1 (v_2 + v_3) - v_1 s_{22} c_{23} (\theta_2 - \dot{\theta}_3) + a_1 c_{22,23}
\end{bmatrix}
\]

\[ + c_{22,3} (v_2 \dot{\theta}_1 + \frac{1}{2} v_3 \dot{\theta}_1 + v_1 \dot{\theta}_2 + \frac{1}{2} v_1 \dot{\theta}_3) \]

\[ + a_1 (s_{22,3} + s_3) + \frac{1}{2} c_3 (v_1 \dot{\theta}_3 + v_3 \dot{\theta}_1) \]

\[ s_3 (2 a_2 + a_3) - v_1 c_{22,23} \dot{\theta}_1 + c_3 (v_3 \dot{\theta}_2 + v_2 \dot{\theta}_3 + v_1 \dot{\theta}_1) \]

\[ a_2 s_3 - \frac{1}{2} s_3 c_3 \dot{\theta}_2 \]

\[ 0 \]

\[ 0 \]

\[ 0 \]

\[ 0 \]

\[ 0 \]

\[ \Theta = \begin{bmatrix}
  \frac{1}{2} m_3 l_1^2 + \frac{1}{2} m_2 l_2^2 + \frac{1}{2} l_2 - \frac{1}{2} I_y \\
  -\frac{1}{2} m_3 l_1^2 - \frac{1}{2} l_2 + \frac{1}{2} I_x \\
  \frac{1}{2} m_2 l_2^2 + \frac{1}{2} m_3 l_1^2 + \frac{1}{2} l_2 + \frac{1}{2} I_x \tilde{a} + \frac{1}{2} l_2 + I_{23} \\
  \frac{1}{2} m_2 l_2^2 + m_3 l_1^2 + \frac{1}{2} l_2 + I_{23} + l_{23} \\
  \frac{1}{2} m_2 l_2^2 + l_{23} \\
  \frac{1}{2} m_2 g l_2^2 \\
  \frac{1}{2} m_3 g l_2^2 + \frac{1}{2} m_2 g l_1
\end{bmatrix} \]

\[ Y = \begin{bmatrix}
  \frac{1}{4} m_2 l_2^2 + \frac{1}{2} m_3 l_1^2 + \frac{1}{4} I_y \\
  -\frac{1}{8} m_3 l_1^2 - \frac{1}{4} l_2 + \frac{1}{4} I_x \\
  \frac{1}{2} m_2 l_2^2 + \frac{1}{2} m_3 l_1^2 + \frac{1}{4} l_2 + I_{23} + l_{23} \\
  \frac{1}{2} m_2 l_2^2 + l_{23} \\
  \frac{1}{2} m_2 g l_2^2 \\
  \frac{1}{2} m_3 g l_2^2 + \frac{1}{2} m_2 g l_1
\end{bmatrix} \]

The vector of unknown parameters \( \Theta \in R^8 \), and the regressor matrix \( Y(\theta, \dot{\theta}, v, a) \in R^{3 \times 8} \) of the PHANToM Omni for the implementation of proposed control scheme are given in this section. The matrix \( Y \) and the vector \( \Theta \) and are shown in (28) and (29), respectively, where \( a = [a_1, a_2, a_3] \) and \( v = [v_1, v_2, v_3] \) are defined in (6), \( l_i \) denotes the length of link \( i \), \( m_i \) denotes the mass of link \( i \), \( I_{ij} \) denotes the moment of inertia of link \( i \) in \( j \) axis for \( i = 1, 2, 3 \) and \( j = x, y, z \). Denoting \( \theta(t) \) as the joint angles of \( \Omega \) for \( i = 1, 2, 3, c_2, c_3, c_4, c_2, c_2, c_2, c_2, s_{22,3}, c_{22,3} \), and \( c_{22,23} \) are shorthand for \( \cos(\theta_2), \sin(\theta_2), \cos(\theta_3), \sin(\theta_3), \cos(2\theta_2), \sin(2\theta_2 + 2\theta_3), \sin(2\theta_2), \sin(2\theta_2 + 2\theta_3), \sin(2\theta_2 + 2\theta_3), \cos(2\theta_2 + 2\theta_3) \), respectively.
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