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abstract The paper identifies some common problems encountered in quantitative
methodology and provides information on current best practice to resolve these problems.
We first discuss issues pertaining to variable measurement and concerns regarding the
underlying relationships among variables. We then highlight several advances in estimation
methodology that may circumvent issues encountered in common practice. Finally, we discuss
approaches that move beyond existing research designs, including the development and use of
datasets that embody linkages across levels of analysis, or combine qualitative and quantitative
methods.

INTRODUCTION

Social research comprises two broad methods of logical reasoning: (a) deductive reason-
ing that involves the confirmation of hypotheses from theories; and (b) inductive rea-
soning that involves the development of generalizations from specific observations
(Kerlinger, 1973). For example, Christensen (2006) highlights the importance of both
inductive and deductive reasoning in the development of a unique theory of disruptive
innovations. Since the process of management theory building benefits from the appli-
cation of both approaches, we are pleased that this article on quantitative (deductive)
methods is accompanied by the article by Shah and Corley (2006) in the area of
qualitative (inductive) methods.

Based on our experiences as authors, reviewers, and readers of academic journals in
the strategic management area, we recognize a need for extending the quantitative
methods in the management research toolkit. The advancement of the field rests on well
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tested theory, which requires addressing frequently encountered methodological errors,
implementing better techniques and broadening of the scope of quantitative research. To
this end, we identify some limitations and errors that recur in quantitative management
work and provide information on current best practice to resolve these limitations.
Readers should consider this paper a primer that identifies and presents solutions to
common research problems. Our review of each solution is necessarily brief; interested
readers should read the cited sources for enhanced clarity.

The paper is organized in the format similar to the empirical section of academic
papers. We first discuss issues pertaining to variable measurement, and then address
concerns regarding the underlying relationships among variables (i.e. causality and
endogeneity). We then turn to estimation and highlight several advancements in estima-
tion methodology that may circumvent issues encountered in common practice. Next,
we discuss issues concerning interpretation of results. In the final section, we discuss
approaches that move beyond existing research designs, including the development and
use of datasets that embody linkages across levels of analysis or combine qualitative and
quantitative methods.

VARIABLE MEASUREMENT: ILL-DEFINED CONSTRUCTS LEAD TO
POORLY TESTED THEORY

Constructs comprise the basic building blocks that connect theory development to
testing. Boyd et al. (2005a) caution that poor construct measurement is a serious threat
to management research. Errors in measurement of a single independent variable can
dramatically bias any or all of the other coefficients, thus leading to both Type I and
Type II errors in hypothesis testing (see MacKenzie, 2001). For example, Boyd et al.
(2005a) show that measurement error is a primary cause of the divergent findings in
diversification research.

Measurement error is addressed differently in the psychometric and econometric
literatures, in part due to the differences in research design and data collection methods.
Psychometric approaches to measurement error can benefit management research pri-
marily through ex-ante accommodation during the primary data collection stage, while
econometric techniques allow for ex-post correction for measurement error in secondary
data.

Ex-Ante Accommodation in Construct Measurement

When collecting primary data (e.g. surveys), researchers need to address issues of con-
struct validity and reliability. Well-defined construct definition is a necessary but not
a sufficient condition for construct validity. After appropriately defining constructs,
researchers must focus on developing measures that adequately capture the entire
domain of the construct. While many management research studies utilize multiple items
to measure their constructs, measures of complex constructs using single items are
unfortunately still quite prevalent (see Boyd et al. (2005b) for problems with single item
measures). We urge researchers to use multiple items to obtain correct estimates of
relationships and also to minimize Type II errors. If multiple items are unavailable, it is
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imperative to generate a set of items tapping the domain of the construct and pretest the
items rigorously before use in the field. It is also extremely important for researchers to
think about ‘measurement relations’ or how the multiple items relate to their constructs
(MacKenzie, 2003).

Additionally, when choosing variable measures, it is important to delineate between
reflective and formative measures, and use appropriate statistical tools to model these
constructs to avoid construct misspecification. Most management studies use measures
that are reflective in nature; i.e. the unobserved, latent variable is reflected in the
measures being used. For example, job satisfaction can be measured using global items
such as ‘I am satisfied with my job’, and ‘In general, I like working here’ (cf. Mitchell
et al., 2001). These two items are interchangeable (cf. Nunnally and Bernstein, 1994),
and co-vary due to the underlying job satisfaction construct. Yet, a common (and often
serious) mistake encountered in management research is the use of formative indicators
in a reflective setting. Formative indicators, first introduced by Blalock (1964), are
measures that cause the change in a latent variable. In our job satisfaction setting,
formative items may include individual satisfaction questions pertaining to pay, promo-
tion, supervision, contingent rewards, co-workers etc (Spector, 1997). In this formative
case, the items are not interchangeable and the scores on the individual items drive the
overall job satisfaction. Omission of any one formative indicator may alter the nature of
the construct itself (Diamantopoulos and Winklhofer, 2001). Treating formative mea-
sures as reflective measures may lead to invalid estimates (Chin, 1998).

Yet another error relates to the use of reliability measures to test dimensionality of
constructs. For reflective measures, it is important to report reliability measures such as
Cronbach’s alpha and composite reliability (Fornell and Larcker, 1981). Large values of
reliability, say values of 0.7 or more, indicate that the sample of items perform adequately
in capturing the domain of the construct. If the reliability values are low for reflective
measures, then the items with the lowest item-to-total correlations may be dropped
(Churchill, 1979). Too often, however, we see that researchers report high alpha values
as proof of unidimensionality of their constructs. This practice is incorrect. Cronbach’s
alpha is a measure of reliability, not of dimensionality. To test dimensionality, factor
analysis approaches must be employed.

For formative measures, traditional measures of reliability are not appropriate (Dia-
mantopoulos and Winklhofer, 2001; Jarvis et al., 2003), yet researchers often drop
formative items with the lowest factor loadings to increase the reliability of the constructs.
Such faulty practice changes the empirical meaning of the latent construct and under-
mines construct validity (MacKenzie, 2003). We urge researchers to follow the advice of
Boyd et al. (2005a) that authors place great emphasis on reliability and validity checks to
ensure construct validity.

Ex-Post Correction of Measurement Error

As pointed out earlier, multiple items per construct may be used to partial out measure-
ment error using structural equation models. Alternatively, one can ‘fix’ reliability
estimates of a single item measure based on established scales with known reliabilities in
a structural equation modelling framework (Bollen, 1989).
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From an econometric perspective, measurement error in an independent variable may
cause it to be correlated to the error term in the estimation equation (Greene, 1997). In
such cases, instrumental variables can correct for the bias introduced by measurement
error in the regression estimates (Wooldridge, 2002).[1] An instrumental variable is a
variable that is correlated to an independent variable (instrument relevance) but uncorrelated
with the error terms (instrument exogeneity) and thus can be used to correct for measurement
error and to enhance construct validity.[2]

Instrumental variable estimation is implemented as a two-stage least-squares approach
(2SLS). In the first stage, the instrumental variables are used to predict the variable(s) that
are measured with error. In the second stage, the estimated values from the first stage are
used in place of the independent variables (Greene, 1997).[3] Since the predicted variable
values are no longer correlated with the error term of the dependent variable, the
measurement error issue is addressed. Care must be taken to ensure that there are
enough exogenous variables in the data so that each instrumental variable can be
uniquely identified (Zohoori and Savitz, 1997).

It is also important to remember that all instruments are not created equally. Weak
instruments, i.e. instruments that do not predict much variation in the relevant depen-
dent variable may lead to unreliable inferences in the second stage. The F-statistic for the
first stage of an instrumental variables model should be included in the tables; in typical
cases, a value of less than 8.96 is considered to be weak,[4] and such instrumental variable
estimates will lead to Type I and Type II errors in hypothesis testing (Stock and Yogo,
2002). In the presence of weak instruments, one could implement estimation techniques
that are more robust to weak instruments (see Stock et al., 2002 for an overview of
alternative estimation techniques).

DEMONSTRATING THE RELATIONSHIPS BETWEEN VARIABLES

Well-designed tests of hypothesized relationships need to address and potentially reject
issues related to alternative relationships among the relevant variables. We now turn to
concerns related to causality and endogeneity that may limit the scope of empirical
claims.

Causality

While causality can be demonstrated using panel data and experimental data, a common
criticism of empirical work using cross-sectional data is that the results do not demon-
strate causality. Researchers must first theoretically motivate the causal relationships
between variables and then look for empirical evidence of the causal relationships. The
presence of non-zero effects in the absence of a strong theory does not demonstrate
causality. Causation can only be demonstrated when the following three conditions
occur: (1) concomitant variation between the variables of interest; (2) evidence of clear
temporal ordering of the variables; and (3) when all other spurious influences are
controlled (Cook and Campbell, 1979). The most common approach is to address these
issues through an exhaustive approach. Researchers can provide evidence of one-way
causality in support of the model by providing robustness checks that: (1) reject reverse
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causality; (2) demonstrate the elimination of omitted variable bias; and (3) ensure that the
correlations are robust to different specifications and samples. This approach relies on
convincing the reader that theorized one-way causality is the only remaining option.

Endogeneity

Endogeneity occurs when the independent variable included in the model is correlated
with the error terms. Ignoring endogeneity may lead to biased and inconsistent estimates.
Sources of endogeneity include reverse causality, simultaneous causality, and omitted
variables.

To begin with, researchers can check whether endogeneity is a valid concern by using
the test developed by Hausman (1978). The Hausman test for endogeneity compares
whether least squares and instrument variable estimates of the model are statistically
different from each other. If there is no endogeneity in the model, both coefficient
estimates are consistent and their difference converges to zero, while endogeneity results
in the inconsistent least squares estimates being significantly different from the consistent
instrumental variable estimates.

Reverse causality can be ruled out easily if researchers have access to panel data or can
design experiments to isolate causality. With panel data, if there is a significant relation-
ship between the dependent variable and a lagged independent variable, but no signifi-
cant relationship in the other direction, evidence for the causal relationship is clear
(Granger, 1969, 2003). If endogeneity is suspected because of an omitted variable, the
problem is easily rectified if an adequate measure for the omitted variable can be
included.[5] However, in most cases, we do not have data on the omitted variables.
Ignoring the problem, though, results in an omitted variable bias. The use of panel data
and estimation of fixed effects/first differencing in the presence of time-constant omitted
variables may provide a solution in such a situation (Wooldridge, 2002). A common
econometric solution to endogeneity arising out of omitted variables in cross-sectional
data or in the presence of time varying omitted variables is to utilize an instrumental
variable approach.[6] Associated with this omitted variable bias is the notion of unob-
served heterogeneity: unmeasured, non-random differences across observations that are
usually captured as part of the error term in a regression model (Berg and Mansley,
2004). Zohoori and Savitz (1997) suggest that instrumental variables may be used to
eliminate the confounding effects created by unobserved heterogeneity in the presence of
endogeneity.

Another strategy to effectively eliminate endogeneity concerns is the use of an experi-
ment. Classical experiments where subjects are randomly assigned to experimental
conditions allow researchers to control the effects of extraneous variables and, in doing so,
isolate the true effects of manipulated (or treatment variables) variables on the dependent
variables (cf. Boland et al., 2001). When laboratory experiments are not feasible or
appropriate,[7] researchers may be able to rely on quasi-experiments, a research design
having most of the characteristics of a classical experiment without the random assign-
ment of subjects to the experimental conditions (Cook and Campbell, 1979). For
example, in investigating the impact of entrepreneurial firm status on an individual’s
earnings potential, Campbell (2006) compares the earnings of individuals joining an
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entrepreneurial firm (treatment group) to a matched sample of individuals joining an
established firm (control group), while accounting for similarities in other dimensions. In
addition to this straight matching approach to develop a quasi-experiment, other
methods include propensity-score matching (Dehejia and Wahba, 2002) and regression
discontinuity analysis (Ashenfelter and Card, 1985; Chay et al., 2005).

Any discussion of endogeneity will be incomplete without mentioning a common
mistake made by authors and reviewers in terms of conflating sample selection bias and
endogeneity bias. The two biases stem from different sources; while endogeneity ques-
tions the exogeneity of an explanatory variable, sample selection bias occurs when the
dependent variable is observed only for a restricted, non-random sample. The latter can
be rectified using Heckman’s selection correction model (1979). This point should not be
construed to imply that endogeneity and sample selection biases may not occur together
in the same model. If they do occur simultaneously, a more sophisticated modelling
approach, as discussed in Amemiya (1985), may be used to account for both these biases.

CAPTURING INTERACTIONS

As management theory moves beyond hypothesizing main effects of the explanatory
variables and towards unearthing contingency conditions, the use of moderated models
is becoming more pervasive. In essence, the interaction (or moderator) effect suggests
that the effect of an independent variable, x1, on the dependent variable, y, varies
depending upon a third variable, x2. The interaction in a moderated model is estimated
by including a cross-product term as an additional independent variable:

y x x x x xc c= + + + + +β β β β β ε1 1 2 2 3 1 2 0 , (1)

where xc plays the role of other covariates that are not part of the moderated element.
The interaction term, x1x2, is likely to be correlated with the term x1 and this correlation
has been interpreted as collinearity.

Mean and Residual Centring in Interaction Models

The common practice of mean-centring of variables x1 and x2 prior to creating the
interaction term (see Aiken and West, 1991) to reduce correlations between the inde-
pendent variables and the interaction terms has been recently called into question.
Although the magnitude of the correlations does indeed decrease for normal random
variables,[8] Echambadi and Hess (2007) analytically show that the mean-centred models
are mathematically equivalent to models that use raw (or uncentred) terms. As a result,
collinearity is not alleviated by mean-centring. In a similar vein, Echambadi et al. (2006a)
show that the residual-centring approach proposed by Lance (1988) to mitigate collinear-
ity problems leads to uninterpretable simple effects. Therefore, we recommend against the
use of mean- or residual-centring variables for collinearity reasons.

A casual content analysis of the premier management journals reveals that scholars
commonly use bivariate correlations to assess the presence of collinearity in moderated
models. However, bivariate correlations are neither necessary nor sufficient conditions of
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multicollinearity (Ofir and Khuri, 1986) and reliance on a single diagnostic may provide
misleading results (Mela and Kopalle, 2002). To address this issue, Echambadi and Hess
(2007) recommend that researchers use and report multiple diagnostic tools to assess
potential collinearity problems. Reliance on multiple collinearity diagnostics may reduce
false alarms about the presence of collinearity. The effects of multicollinearity are
indistinguishable from the effects of micronumerosity, or small sample sizes (Goldberger,
1991), and hence increasing the sample size can mitigate the loss of power associated
with collinearity (Mason and Perreault, 1991).

Main, Simple and Interaction Effect Models

We highlight three prevalent misconceptions in the context of modelling interaction
effects. First, Irwin and McClelland (2001) point to the erroneously held belief that the
change in the magnitude of a simple effect when an interaction term is added is due to
the collinearity introduced between the main effects and the interaction term. As a result,
researchers first estimate and interpret a ‘main effects only’ model and then estimate a
‘full’ model that includes the interactions. However, the change in simple effects that
occurs when the interaction term is added is because the ‘main effects only’ model and
the ‘full’ model are inherently different models. In a ‘main effects only’ model, the
coefficient, say b1, represents the average effect of x1 across all levels of x2. However, in
the interaction or ‘full’ model that employs raw terms, b1 represents the effect of x1 when
x2 equals zero. The differences in the coefficients across the two models thus have little to
do with the collinearity introduced by the interaction term in the ‘full’ model. If the ‘full’
model represents the theoretically justified model, then estimating and interpreting a
‘main effects only’ model will constitute a theoretical misspecification and the coefficients
of a ‘main effects’ model will suffer from omission bias (Echambadi et al., 2006a).
Therefore, we recommend that researchers estimate both the simple effects and the
interaction effects simultaneously in a single model.

Second, management researchers do not always include all the simple effect terms in
a moderated model. For example, in equation (1), if x2 is not added to the full model, the
significance of x1x2 is confounded with the omitted simple effect of x2 and as such the
interaction term becomes uninterpretable (Irwin and McClelland, 2001). Third, many
researchers split continuous independent variables into categorical variables in order to
reduce collinearity concerns. Irwin and McClelland (2003) show that splitting continuous
variables into categorical variables leads to reduced power and deleterious consequences.
If the variable must indeed be dichotomized, then researchers must conduct robustness
tests to show that results do not change when the dividing line is specified differently; for
example, use of a median split instead of a mean split.

BETTER-PRACTICE ESTIMATION METHODOLOGIES FOR
STRUCTURAL MODELLING

Structural Equation Modelling or Partial Least Squares?

Structural equation modelling (SEM) and partial least squares (PLS) techniques have
gained immense popularity in the management field in the last decade, in part due to

Quantitative Management Research 1807

© Blackwell Publishing Ltd 2006



their inherent abilities in testing complex theoretical structures. SEM is a largely confir-
matory, covariance-based approach wherein the focus is on minimizing the differences
between the covariances derived from the empirical data from those predicted by the
model-implied covariance matrix. Therefore, goodness of fit between the predicted
covariance and the observed matrices is assessed to identify a suitable model. In contrast,
PLS is a component-based exploratory approach wherein the latent variables are esti-
mated as exact linear combinations of the observed measures (Chin, 1998). Since the
focus of PLS is on explanation of variance, measures of R2 are used to identify a suitable
PLS model (Hulland, 1999).

When should one use PLS or SEM? Under the joint condition of large sample sizes
(consistency) and large number of indicators per factor (consistency at large), PLS
estimates of the factor loadings and structural coefficients approximate that of the SEM
estimates (Barclay et al., 1995). The use of SEM or PLS should be dictated by the goal
of the research. SEM is the obvious choice for confirmatory theory-testing research.
Alternatively, if the goal is to maximize the variance of manifest variables in exploratory
situations, then PLS seems more appropriate (Chin and Newsted, 1999). Also, early
notions were that PLS is more appropriate to model constructs measured with formative
indicators (Barclay et al., 1995), and that the SEM approach in such cases is fraught with
identification problems that have been difficult to work through (Chin, 1998; MacCal-
lum and Browne, 1993). Recently, however, Jarvis et al. (2003) show ways of achieving
identification in models using formative indicators in SEM.

A cursory examination of the SEM papers in our field reveals that many scholars
mistakenly assume that a ‘good fitting model’ is the final goal of any SEM modelling
exercise (cf. Chin, 1998). Because the underlying sampling distributions of these goodness-
of-fit indices are unknown, the appropriateness of any given fit index for a given setting
may be problematic (see Shook et al., 2004 for their critique of SEM studies in strategic
management). Also, it is possible to obtain high goodness-of-fit measures for models with
poor factor loadings (Chin, 1998). Furthermore, pure reliance on model fit also ignores
effect sizes (Cohen, 1990). Therefore, we recommend that researchers consider a combi-
nation of diagnostics: multiple fit indices (Shook et al., 2004), substantial factor loadings,
and sizable structural coefficients, to choose the best model (Chin, 1998). Specifically, we
suggest that researchers use 0.7 as a suggested cut-off for factor loading of established
constructs (Hulland, 1999)[9] and we follow Chin (1998) and Meehl (1990) who suggest that
standardized paths should be around 0.20 to be considered practically meaningful.

Under the belief that PLS makes modest demands on data, authors across disciplines
are increasingly estimating PLS models on inappropriately small sample sizes (cf.
Marcoulides and Saunders, 2006). While it is true that appropriate sample sizes tend to
be smaller for PLS (a limited information estimation procedure) than for SEM (a full
information procedure), Chin and Newsted (1999) point out that smaller structural path
coefficients in PLS (e.g. 0.20 or below) do not obtain statistical significance until large
sample sizes, say 200 cases, are achieved. Therefore, it is important that scholars not use
PLS as a panacea when dealing with small sample sizes. Researchers should examine the
stability of the estimates and the magnitude of the standard errors since unstable co-
efficients with large standard errors are usually an indication of inadequate sample size
(Marcoulides and Saunders, 2006).
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Testing Interactions in Latent Variable Models

A multi-group approach is most commonly used to test interactions in SEM. In this
approach, the moderator variable is typically categorical. Separate SEM models are
estimated for each level of the categorical variables, and then compared using the
traditional measures of goodness-of-fit statistics and the statistical significance of the
coefficients. Given complexities in estimating continuous variable interactions, some
researchers attempt to simplify the problem by making continuous variables categorical.
However, splitting continuous variables leads to a loss of information (Irwin and
McClelland, 2003) and hence we recommend that researchers test moderating effects by
creating and testing multiplicative terms of the component variables (see Cortina et al.
(2001) for details of various approaches).

Similar to SEM models, interaction effects can also be easily tested in PLS. Chin et al.
(2003) propose a way to test interaction effects using PLS (see Sarkar et al. (2001) for use
of PLS to test latent variable interactions in strategic management). Analogous to
multiple regression, the multiplicative ‘latent interaction variable’ is reflected by indica-
tors created by multiplying all possible products from the predictor and the moderator
variables. The PLS procedure is then used to estimate the latent variables and obtain the
moderating effects. Chin et al. (2003) also highlight an approach to test interaction terms
created from constructs measured with formative items.

Hierarchical Linear Modelling

Hierarchical data structures refer to inherent nesting of data within a macro structure.
For example, employees of a firm exist within organizational units that are nested
within the firm. Put differently, the data exist in multiple levels: individual-level, unit-
level, and firm-level. As a result, employees within units tend to be more similar to
each other and are likely to be different from employees from other units because
employees within a unit are assigned deliberately due to certain factors (e.g. skill and
education levels, job specialization, etc). In cases wherein multiple employees within a
unit are relatively homogeneous on certain dimensions, the random error component
within such nested data will also include an aggregate level random error, thereby
violating the statistical assumption of independence of observations (Bryk and Rauden-
bush, 1992). Also, this aggregate level random error may vary across groups thereby
violating the homoskedascity assumption (Bryk and Raudenbush, 1992; Hofmann and
Gavin, 1998). Failure to address these violations while estimating may lead to biased
estimates, smaller standard errors, and incorrect statistical inferences (Bryk and
Raudenbush, 1992).[10]

Hierarchical Linear Modelling (HLM), also known as multilevel modelling, is a
random coefficient model that is appropriate for modelling nested data (Hofmann,
1997). For example, consider individuals (Level I) that are part of the same firm (Level
II). At Level I, individual level employee outcome is regressed onto the individual level
predictors. The resultant parameter estimates from the Level I (i.e. intercepts and slopes)
regressions are then used as outcome variables in the firm (Level II) analysis where they
are modelled as a function of firm-specific (Level II) variables. Level I parameters are
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allowed to vary across groups and the variance and covariance of the Level II residuals
are separately estimated (cf. Bryk and Raudenbush, 1992).

HLM offers a number of advantages to the researchers. If the goal of research is to
disentangle the unique effects of different variables at multiple levels or to model the
interactions of variables across multiple levels that allows for more interesting research
questions, then the use of hierarchical linear models (HLM) becomes imperative. If
variables exist in multiple levels, HLM enables researchers to obtain unbiased estimates
of the variables at all levels and accurate standard error estimates (Bryk and Rauden-
bush, 1992). Also, by virtue of accounting for clustered observations, it improves the
efficiency of the estimates. Researchers can scale the Level I independent variables in one
of three ways: uncentred, grand mean-centred, or group mean-centred. The type of
scaling employed should be chosen with great care as it influences the interpretation of
the parameters (cf. Hofmann and Gavin, 1998).

BETTER-PRACTICE ESTIMATION METHODOLOGIES FOR
LONGITUDINAL DATA

While longitudinal data techniques are typically more powerful than cross-sectional
studies, there are challenges in modelling longitudinal data as well. A failure to incor-
porate the correlations that occur in the data by definition may lead to incorrect
estimation of regression model parameters (Ballinger, 2004). Broadly, there are two
major means of analysing longitudinal data with correlated responses: generalized linear
mixed models (GLMM) that extend the general linear model by allowing estimation of
both fixed and random effects, and generalized estimating equations (GEE) models
(Allison, 2005).

When analysing correlated longitudinal data, the choice of the approach (GLMM or
GEE) to be used depends on the purpose of the study. GLMMs are commonly used
to obtain subject-specific effects, while GEE models are appropriate for estimating
population-averaged coefficients (Hu et al., 1998). A subject-specific coefficient is an
estimate of what would happen to a specific individual observation when one unit of the
independent variable is increased, while a population-averaged coefficient is an estimate
of the change in the average response for the entire population of observations for a
change in one unit of the independent variable (Allison, 2005; Ballinger, 2004). In other
words, research focus dictates the type of approach employed. For example, when the
survival response for an individual firm is of interest, GLMMs are appropriate. On the
other hand, if the interest is on the differences in survival responses between two cohorts
of firms that entered at the same time period, then population averaged estimates are
more appropriate.

The GEE approach utilizes quasi-likelihood estimation and models the covariates of
interest without explicitly accounting for individual heterogeneity whereas GLMMs
utilize full-likelihood methods to estimate the covariates after accounting for heteroge-
neity (Zeger et al., 1988). As a result, GEE models are not appropriate for situations
wherein variance and/or covariance parameters are of significant interest (Hedeker and
Gibbons, 2006).
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Longitudinal SEM

SEM approaches can also be used on longitudinal data.[11] Beyond the obvious advan-
tages of modelling causal relationships, SEM enables researchers to compare competing
models of causal relationships (Farrell, 1994). Also, SEM approaches can be used to
model growth over a period of time. Researchers have argued for the superiority of SEM
growth modelling over other analytical techniques because it allows more flexibility in
testing alternative models of growth over time (Sivo et al., 2005).

TYING RESULTS TO THEORY

Inferences Regarding Causality

A common trap in interpreting statistical results is to claim causation when the empirical
methodology supports correlation. As discussed in the earlier section, from an empirical
perspective, scholars should address alternative explanations such as reverse causality,
causality driven by an omitted variable, and coincidental correlation. Correlational
results alone cannot be taken to imply support of causal mechanisms. Quantitative
researchers need to be very careful with how they design their studies, interpret their
empirical work, and discuss their results. Often, phrases like ‘the data are consistent with
the theory’, or ‘the empirical analysis does not reject the theory’ are much more accurate
(if less dramatic) than ‘the data support the theory’ or ‘the data prove the theory’.

Interpreting Results in Linear Models

In interpreting results, it is extremely important to differentiate between statistical sig-
nificance and economic significance. Statistical significance is only a test of the data; it is
dependent on the number of observations in the data. Economic significance, on the
other hand, asks the question: ‘is the observed effect large enough to have a meaningful
impact?’ Calculation of economic significance is highly context-specific. Depending
upon the size of the data, researchers must bear in mind that it is possible to find a
number of statistically significant coefficients that are practically meaningless with little
impact on the dependent variable. Framing and discussing the results in terms their
economic significance will permit readers to gauge their theoretical and managerial
importance.

Interpreting Results in Non-Linear Models

Unlike linear models, the sign and significance of the estimated coefficients in non-linear
specifications (e.g. limited dependent variables), do not capture the whole story because
the effect of any one independent variable is conditional on the values of the other
independent variables, as well as the rest of the parameters in the equation. Therefore,
the correct magnitude of an independent variable is given by its marginal effect (how
much does a one unit change in an explanatory variable impact the dependent variable).
These marginal effects are computed by setting the other variables at some specific value
(Long, 1997).[12] Since the marginal effect changes across the distribution of observations,

Quantitative Management Research 1811

© Blackwell Publishing Ltd 2006



researchers have to choose how to present the marginal effects. Common approaches
include the often confused ‘average marginal effect’ and the ‘marginal effect at the
average’. The ‘average marginal effect’ is created by calculating the marginal effect for
each observation in the data and then taking the average across all observations
(Hoetker, 2007). The ‘marginal effect at the average’ is calculated by taking the average
value of each variable across all observations and computing the marginal effect at these
average values.[13] A good practice approach is to identify theoretically meaningful values
of the explanatory variables, and compute the marginal effects for these values or to
present graphs and charts to capture the dynamics of the marginal effect (Hoetker, 2007).
Regardless of which technique is employed, better practice entails reporting not only the
coefficients, but the marginal effects of the variables at values of the variable that are of
theoretical interest, which may extend beyond simply the mean values.

CONCLUDING THOUGHTS

In this paper, we have identified some of the most often encountered problems in
quantitative management research. Table I provides a summary of these concerns, their
consequence and recommendations for solutions. While not an exhaustive list, we hope
that the paper provides readers with better practice solutions to these issues. Given our
focus on prevalent quantitative methodology issues, we concentrated on existing prob-
lems in commonly used methodologies. There is great value, however, in moving beyond
the popular research design. In our concluding section, we highlight a few examples of
some under-utilized research designs that can help address critical issues in management
theory.

Time-Series Research Design

Time series techniques may be used to study and/or disentangle short-run and long-run
effects of strategic actions in both stable and evolving conditions. For example, innova-
tion research suggests that the number of firms increases rapidly during the growth stages
of an industry, while the mature stages are characterized by stability and a few large firms
dominating the industry (cf. Agarwal et al., 2002). The latter period is best modelled
using stationary processes that assume that probability distributions are stable over time
and that the means and/or covariances are equal over time. Evolving markets, on
the other hand, are characterized by non-stationarity and require special time series
approaches (Hamilton, 1994). Further, even in stationary scenarios, time series analyses
can be fruitful in analysing outcomes of actions based on game-theoretic assumptions of
competitor reaction. As Dekimpe and Hanssens (1999) show, strategic changes under-
taken by firms may create either a sustained change into the future (hysteresis) or may
provide at best short-run performance gains since the long-run performance metrics
revert back to the underlying stationary process (business as usual). Thus, time series data
can be fruitful for uncovering new insights, particularly when continually changing
market conditions make it difficult to relate current action to future performance
(Dekimpe and Hanssens, 1995).
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Table I. Common problems, their consequences and recommended solutions

Problem/error Consequence Solution

Measurement error

Single item measurement Biased estimates; attenuation of
coefficients in a simple
regression; under- or
over-estimation of coefficients in
a multiple regression.

Use multiple items wherever
possible; if not possible, use
instrumental variables to correct
for measurement error.
Alternatively, fix the reliability
estimates of single item measures.

Confusion between
formative/reflective
measures

Invalid estimates due to construct
misspecification; inappropriate
use of reliability indices in the
case of formative measures.

Clearly specify the nature of
relationship between the manifest
items and their constructs. Do
not use measures to diagnose
reliability problems in the case of
formative measures.

Use of weak instruments Invalid inferences due to Type I/II
errors.

Use stronger measures as
instrumental variables; use
estimation techniques that are
more robust to weak instruments.

Relationships among variables

Not showing causality False substantive inferences. Use experiments to confirm
causality. Granger’s causality test
can be used in panel data.

Not accounting for
endogeneity

Biased estimates. Use experiments/panel data to
alleviate endogeneity concerns
due to reverse causality. Use
instrumental variables to account
for endogeneity concerns due to
an independent variable being a
choice variable.

Interaction models

Mean/residual centring
to alleviate
multicollinearity

Neither alleviate collinearity.
Residual-centring leads to
uninterpretable simple effects;
mean-centring leads to simple
effects that are mathematically
equivalent to uncentred models.

Use multiple diagnostics to
diagnose collinearity. Also,
randomly select and estimate
sub-samples to ascertain the
stability and plausibility of
coefficients. If collinearity is
suspected, increase sample sizes
to mitigate the loss of power
associated with collinearity.

Use of ‘main effects only’
and ‘interaction’ models
separately

Estimating a ‘main effects only’
model will lead to an omitted
variable bias.

Estimate simple effects and
interaction effects simultaneously
in a full model.

Omission of ‘simple
effects’ in interaction
models

Interaction term becomes
uninterpretable.

Estimate simple effects and
interaction effects simultaneously
in a full model.
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Table I. Continued

Problem/error Consequence Solution

Structural models

SEM or PLS? Under certain conditions, PLS
estimates approximate SEM
estimates. Otherwise the results
may differ.

Use SEM for confirmatory
theory-testing research; PLS for
exploratory research.

Reliance on goodness
of fit for SEM

Good fitting models could occur in
the presence of poor loadings.
Reliance on fit ignores effect
sizes.

Use multiple diagnostics: fit indices,
factor loadings, and structural
paths to choose the best model.

Small sample size in PLS Unstable coefficients and large
standard errors when estimated
with small sample sizes.

Use appropriate sample sizes.
Examine and report stability of
coefficients and variability in
standard errors when using small
sample sizes.

Dichotomizing continuous
data when testing for
moderation effects

Leads to a loss of information and
hence reduced power.

Do not dichotomize continuous
data. If you must, provide
robustness tests to demonstrate
that the results do not change
across different specifications of
the dichotomizing threshold.

Ignoring nested structure
of data

Smaller standard errors and
incorrect inferences.

Use hierarchical linear models to
model nested data.

Longitudinal data

Confusion between
GLMM and GEE

Estimating one model, instead of
the other will lead to false
substantive inferences.

If the focus is on specific subjects,
use mixed models. If the focus is
on the population or cohort then
use GEE models.

Failure to model error
structure in SEM

Increased Type I error rates. Use longitudinal SEM approaches
that incorporate time series
processes into an SEM
framework when measurement
errors are found to correlate
across occasions.

Tying results to theory

Inferences regarding
causality

False substantive inferences. Be cautious when designing studies,
and do not over-claim when
interpreting results.

Ignoring ‘economic’ or
‘managerial’
significance

Statistically significant estimates
may be economically
insignificant and thus practically
meaningless.

Frame and discuss results so that
readers understand if the effects
are economically significant.

Ignoring importance of
marginal effects in
non-linear models

Using the sign and significance of
the coefficients alone to
interpret the model is not
appropriate.

Use marginal effects computed as
theoretically appropriate to
discuss the correct magnitude of
an independent variable.
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Linkages across Levels of Analysis

There is a growing awareness of the need to incorporate multiple levels of analysis to
‘better understand the holistic and interrelated nature of complex organizations’ (Rynes,
2005). While construction of such data from scratch can be prohibitively expensive,
multilevel linked data are now available through the various government agencies (e.g.
US Census, UK Office of National Statistics, Statistics Sweden). Such data are typically
longitudinal and near universal (Campbell, 2005), and serve as a strong base for exami-
nation of the interaction of industry, firm and individual dynamics. While linked data are
popular in the economics literature (Abowd et al., 1999, 2004; Burgess et al., 2000), the
rich opportunities provided by the linked datasets for analysis of management issues are
somewhat underutilized. The usage of linked datasets presents some access challenges
and requires sophisticated statistical techniques, but a few management studies have
started tapping these possibilities, particularly for corporate strategy and technology
management. For example, Harris et al. (2005) use linked firm-plant data from the UK
to examine the effects of corporate restructuring; Siegel and Simons (2006) use Swedish
linked employer–employee data to examine the impact of mergers and acquisitions on
firm performance, plant productivity and worker outcomes. The size of the datasets
provides researchers with opportunities to examine the interactions of firm and indi-
vidual outcomes with sufficient statistical power.

Combining Qualitative and Quantitative Methodologies

Finally, we would like to note that reliance on quantitative data alone may cause
researchers to miss key elements of the phenomena they intend to study (e.g. Lehmann,
2003). Given problems of causal inferences in cross-sectional data, and biases, even in
longitudinal data, that result from incomplete inclusion/measurement of all elements in a
population, self-reporting and memory recall (Chandy et al., 2004), some researchers
advocate the use of the historical approach to data collection (Golder, 2000). This
approach encompasses the collection of both qualitative and quantitative data, verifica-
tion, and interpretation of evidence from multiple sources from the past (Golder, 2000),
thereby enabling researchers to accurately reconstruct causal chains of events surrounding
a phenomenon (Chandy et al., 2004). In addition to providing insights from the qualitative
data as highlighted in Shah and Corley (2006), the gathering of quantitative data (cf.
Golder and Tellis, 1993) allows for statistical analysis of data. Further, tapping vast and
diverse data sources on a large number of entities helps eliminate self-report biases and
creates superior generalizability of conclusions (Chandy et al., 2004).

Shah and Corley (2006) highlight the use of qualitative methodology for theory
development, and also provide examples of successful pairings of qualitative and quan-
titative methods. We endorse their view, and urge researchers that have focused only on
quantitative methods to look for ways in which qualitative methods may enhance their
research. Hall and Ziedonis (2001), one of the most highly cited articles in Economics
and Business in the year after it was published is one such exemplar. While a long line of
studies in the economics literature used quantitative estimations of ‘patent production
functions’, the authors’ interviews with industry representatives enabled them to identify
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new variables that were not examined in previous studies.[14] Another example is the
study by Klepper and Sleeper (2005), which painstakingly combines historical quantita-
tive and qualitative data to investigate issues related to employee entrepreneurship. Such
combined applications of both induction and deduction can help in our goal of address-
ing unresolved issues in management research.

There is the oft-heard refrain that ‘when all you have is a hammer, every problem
looks like a nail’. However, not every research problem is a nail, nor can it be solved with
just one tool. Poor or inaccurate tests of a theory bring to question its veracity. As a result,
it is important for researchers to think creatively about what the best tool or combination
of tools for a research question may be so as to address it in an optimal manner. By
implementing better practice estimation techniques, extending the levels of analysis, or
combining quantitative and qualitative techniques, researchers can advance the frontiers
of the field, both by asking new questions and by developing stronger answers to existing
questions.

NOTES

*All authors contributed equally, and are listed in reverse alphabetical order. We appreciate comments from
Inigo Arroniz, Babu John Mariadoss, Glenn Hoetker, Sonali Shah, and Mike Wright. The usual disclaimer
applies.

[1] If only one variable is poorly measured, one can follow the methodology of Fuller and Hidiroglou
(1978) (operationalized in Card and Lemieux, 1996) to estimate the reliability of the measures and then
rescale the estimates and standard errors for the bias.

[2] An instrumental variable can be viewed as an additional item of the same construct. See Bollen (1996)
on the use of 2SLS to estimate both measurement and structural models in SEM.

[3] We note that the original Heckman sample selection correction, a special case of 2SLS, is currently under
debate particularly due to its sensitivity to distributional assumptions (see Greene (1997) for more details).

[4] This critical value is for the common case of one instrumental variable in lieu of one endogenous
variable. At this critical value, a 5 per cent hypothesis test of the second stage estimates rejects less than
15 per cent of the time.

[5] Simultaneous causality can be viewed as an omitted variable problem.
[6] See Larcker and Rusticus (2005) for an overview of instrumental variables validity tests as well as cautions

on the appropriateness of using instrumental variables techniques to address endogeneity issues.
[7] The inability to use laboratory experiments may arise due to either cost or ethical considerations (e.g.

in instances where denying a treatment is unethical).
[8] Echambadi and Hess (2007) show that the magnitude of the covariance between x1 and x1x2 can

sometimes increase with mean-centring of non-symmetric random variables.
[9] Standardized loadings of 0.7 imply a shared variance of 49 per cent, or approximately half the item

variance is explained by the construct.
[10] Typical longitudinal data that involve a set of repeated observations over time on a group of units is

inherently hierarchical and can be modelled using HLM approaches.
[11] Recent approaches in structural equation modelling have attempted to specify time series processes for

longitudinal data in an SEM framework (see Sivo et al. (2006) for more details).
[12] The marginal effect of an independent variable is the first derivative of the conditional mean of the

dependent variable with respect to that variable (Bowen and Wiersema, 2005). In the case of non-linear
models, owing to the non-linear nature of the conditional mean, this cross-derivative must be derived
analytically (Ai and Norton, 2003; Bowen and Wiersema, 2005) or by using bootstrapping techniques
(Echambadi et al., 2006b).

[13] The marginal effect at the average can sometimes be problematic because there may be no meaningful
‘average’ observation (e.g. when gender is a relevant explanatory variable, the marginal effect at the
average captures a non-existent statistic).

[14] ISI interview of Rosemarie Ziedonis, available at http://www.esi-topics.com/nhp/comments/
november-02-RosemarieZiedonis.html.
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