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1 Introduction

“Prima facie a serious obstacle to the program of providitrgth-

theoretic semantics for natural language is the fact thatradan-

guages apparently contain an infinite number of sentene¢slth
not appear to be truth evaluable even in use, specificallyerax
tives [...] and interrogatives” (Lepore and Ludwig 2007326

In this paper, we develop a simple idea in a minimalist sgttinterrogative expres-
sions are instructions for how to assemble mental repra8ens that are apt for making
queries. While this idea might seem trivial, at first glantean be developed in a theoret-
ically spare yet still empirically attractive way. We disswh-movement as a paradigm
example of how “movement to the edge” of a sentence has a $ieneffiect that differs
from merely adding information (say, by means of a new arquifadjunct) or raising a
quantifier. In particular, we offer a minimalist version af @ld thought: the leftmost edge
of a sentence permits a kind of abstraction that makes itilpest® use a sub-sentential
(mood-neutral) expression to ask a question; ahenterrogatives turn out to be espe-
cially interesting, with implications for relative clausewnhich also provide examples of
how movement to the edge of a cyclically generated expres$ss a distinctive semantic
effect. From this perspective, the edge of a phrase is a loeus "secondary” semantic
instruction, concerning the use of a mental represent#tiaircan be assembled by execut-
ing the "primary" instruction encoded by the rest of the gbrap. Chomsky (2005: 14).
What follows is an attempt to articulate this general idaasdme detail, for interrogative
expressions.

Within formal semantics, it is widely held that understarglihe declarative sentences
of a natural language — knowing what these sentences meam mgtter of knowing
their truth conditions. Since children naturally acquipelsen/signed languages that have
endlessly many declaratives, it seems that each such sentarst have a truth condition
that can be somehow computed, given finitely many assungptbout (a) the semantic
properties of lexical items, (b) the relevant syntax, andnh@v the semantic properties
of complex expressions are determined by (a) and (b). Butathguages that children
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acquire also include endlessly many interrogative seetetitat are understood just as
well as their declarative counterparts. So if (1) has a cdatpa truth condition,

(1) Jay saw Kay.

that raises a cluster of foundational questions about tiregponding/es/neinterrogative
(2) and thewh-interrogatives (3)-(5),

(2) Did Jay see Kay?

(3) Who did Jay see?

(4) Who saw Kay?

(5) When did Jay see Kay?

along with further questions about relative clauses like(8 and complex declaratives
like (9)-(10)?2
(6) ...who Jay saw
(7) ...who saw Kay
(8) ...when Jay saw Kay
(9) Someone wondered/forgot/knew whether Jay saw Kay.
(10) Someone asked who Jay saw, and someone rememberedaytsawiKay.

At the most basic level, one wants to know how the cognitigeuveces deployed in un-
derstanding interrogatives are related to the cognitiseueces deployed in understanding
declaratives and relative clauses. While the parallelwéen (4) and (7) seem especially
vivid, there is presumably massive overlap in terms of tkedd knowledge and recursive
capacities invoked to understand (1)-(10). But does theseé'tsemantic competence con-
sist in tacit knowledge of a Tarski-style theory tofith, which is supplemented in some
way that accommodates interrogatives (cp. Dummett (197d$cussion of Davidson
(1967h)), or is natural language semantics less truthrc@nin terms of the expressions
themselves, do (2)-(5) have truth-evaluable constitugrgs are combined with special
question-forming devices: if so, how are interrogativeslarstood compositionally; if
not, does this tell against the familiar idea (reviewed Wlthat relative clauses have
truth-evaluable constituents, and would this in turn tghiast truth-theoretic accounts of
declaratives?

Over the past thirty years or so, intensive study of inteativgs has led to many in-
sights (Hamblin 1973, Karttunen 1977, Higginbotham and NM&g1, Groenendijk and
Stokhof 1982, 1984, Higginbotham 1993), especially witharel to details concerning the
kinds of expressions that can be used (cross-linguisgidallask questions, and how these
expressions are related to others in terms of form and mgarBemanticists have also
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developed useful frameworks for thinking about how intgatives are related to informa-
tion (see e.g., Ginzburg and Sag (2001)). But central questiemain. In particular, as
discussed in section 2.2, it is often said that an interregdtas a set of propositions —
intuitively, a set of possible answers — as its semanticevaBut it is not obvious that a
few word meanings, combined as in (2)-(5), can determing afggopositions in accord
with the natural principles governing lexical items and pasition. We stress this point,
elaborated below: any posited meaning of an interrogakipesssion must be determined,
in accord with independently plausible composition pihes, by independently plausible
lexical meanings.

From this perspective, one wants to know how expressioag1ik(10) systematically
interface with relevant aspects of human cognition. If dalative like (1) is something
like an instruction for how to build a truth-evaluable thbtigperhaps each of (2)-(5) is an
instruction for how to build a certain class of thoughts. Babther possibility is that while
hearing an interrogative often leads one to represent lpessnswers, understanding an
interrogative requires both less and more: less, becapsesenting answers is a potential
effect (not a constitutive part) of understanding; and mbeeause an interrogative differs
from any non-interrogative device for representing a setnswers (cp. McGinn (1977),
Stainton (1999)). Maybe (1)-(10) are all instructions fomhto construct concepts, with
“sentential” concepts as special cases, and each granatmatodis an instruction related
to a certain kind of concept use.

One can invent a language in which certain sentences irdicapositions, and other
sentences indicate sets of such abstracta, thereby gffanndealized model of certain
speech acts. (Imagine a community in which a declarativdways used to assert the
indicated proposition, and an interrogative is always use@quest an assertion of some
proposition in the indicated set.) Such invention can algggest a grammar that at least
accommodates (2)-(5) in a way that describes their intetiog character. And for these
purposes, one can abstract from many details concehromghe lexical constituents of
(2)-(5) combine to form expressions whose meanings make #p for use in requesting
information® But we assume that children acquire I-languages in Choni€i86q, 1995)’s
sense: expression-generatimgpcedures- intensions in Church (1941)’s sense (see also
Frege (1892)) — that are biologically implemented in waya tiespect substantive con-
straints of Universal Grammar on lexical meanings and madesomposition; where
these procedures, acquired in conditions of limited exgpex via the human language fac-
ulty, generate expressions that pair phonological instyas to “perceptual-articulatory”
systems with semantic instructions to “conceptual-interal” systems. In this respect,
we adopt fundamental assumptions of the Minimalist Prograking each I-language
“to be a device that generates expressions Exp = <Phon, Sehere Phon provides the
“instructions” for sensimotor systems and Sem the “ingtons” for systems of thought-



information about sound and meaning, respectively, wheoeiid” and “meaning” are
understood in internalist terms, “externalizable” fordaage use by the performance sys-
tems” (Chomsky 2000a: 91)

There are many ways of spelling out this old idea. But one gquothesize that each
sentence is a two-part instruction: a core (or “radical’mponent that directs construc-
tion of a sentential concept that can be used with differertefs; and a further instruction
for how to make sentential concept apt for a certain kind ape Frege (1879)). More
specifically, drawing on Segal (1991) and McGinn (1977), ded an I-language version
of a Tarski-style semantics that eschews truth values. Gwitw, there are no I-language
expressions of type <t>. Rather, each sentence is an itistnio build a concept that ap-
plies to everything or nothing in the relevant domain, ireéto an assignment of values to
variables. And such a concept can be used, in concert witdr otignitive systems, to as-
sert that — query whether, or wish/pretend/joke that — plees to something/everything.

Given an independently plausible and spare syntax, thidsygesimple procedure for
generating interrogative interpretations. It also presedescriptive adequacy with regard
to a significant range of interrogatives ant-expressions. But our goal here is to offer a
promising account that speaks directly to some foundaltidralenges presented by non-
declarative sentences. We cannot — and will not try to — detl the many and varied
empirical phenomena that have been analyzed and discustealrich descriptive litera-
ture on interrogatives, much less imperatives/exclaraafetc. We focus instead on a few
illustrative phenomena: argument and adjunct interregatiyes/neinterrogatives, and
multiple wh-interrogatives. In our view, these basic cases alreadatalifficult theoreti-
cal questions that are not answered by describing the fat¢sms of sets of propositions.

2 |-semanticsand Concepts

In this section, we briefly review the I-language/E-langudigtinction (Chomsky (1986)),
and we endorse a version of the following idea (cp. Choms89%)): human I-languages
generate expressions that pair phonological instruciBrEONS) with semantic instruc-
tions (SEMs); where the latter can be described as (syojatsitructions to build concepts
(see Chomsky (2000a), Pietroski (2008, 2010)). Given théstly psychological perspec-
tive on semantics, positing denotations for expressiorssfisst step that raises further
questions: what are the corresponding mental represemsatand how is their compo-
sitional structure related to that of the correspondingniguage expressions? Focusing
on these questions may lead one to conclude that the origaiats, about denotations,
mixed distinct aspects of linguistic competence (conceyikinowledge of meaning and
knowledge of how meaningful expressions can be used in carvation)?



2.1 Implemented Intensions and Typology

Chomsky (1986) distingushed I-languages from E-languagiesssing the difference be-
tween expression-generating procedures (intensionsketsd(extensions) of generable
expressions. The “I” also connoted “idiolect”, “individtiaand “internal”. As noted
above, the expression-generating procedures that chitdatirally acquire must also be
implemented by available human biology; and this is presiyna major source of con-
straint on which I-languages children can acquire, evereibtists do not know the detalils.
One can invent E-languages that are “external” to any paaticspeaker, in the sense of
being governed by public conventions that may violate pples respected by all natu-
ral languages. And such inventions may be useful for cegiainposes. In particular, if
an E-language has unboundedly many expressions, one negbtiloe it in terms of a
generative procedure that models certain aspects of thm&htl-languages that children
can naturally acquire. But our inquiry is focused on thetanfiuages, the faculty that
lets human children acquire them, and the mental reprasamavith which generable
expressions interface.

At least to a first approximation, one can describe humandgdages as implemented
procedures that pair PHONs with SEMs; where PHONSs (or Ples)har aspects of gen-
erable expressions that interface with human percepttialiatory systems, and SEMs
(or LFs) are the aspects of generable expressions thatacgewith human conceptual-
intentional systems. This leaves room for many hypotheseatdhow SEMs are related
to PHONSs, syntax, and morphology. But the simplest idea,jeamte an obvious starting
point, is that expressions are PHON-SEM pairs (cp. Chom$R9%)). Familiar facts
suggest that an expression’s PHON need not be isomorphiettidgical form” of the
thought expressed, taking logical forms to be structunaéets of mental representations
with which SEMs naturally interface. So it seems that eiifiean expression’s PHON
need not be isomorphic to its SEM, or (ii) an expression’s Stedd not be isomorphic
to the corresponding logical form. We assume that (i) isexfrand that part of the goal
is specify a relatively transparent mapping from SEMs tddalgforms, while keeping
the posited mismatches between SEMs and PHONSs explicghléVlay (1977), Chom-
sky (1981), Higginbotham and May (1981). The broader tas& specify a biologically
implementable algorithm for generating complex SEMs tlaat employed as executable
instructions for how to build mental representations of e«mnd — and to specify these in-
structions in empirically plausible ways — while also sfgoig the elements and structural
properties of SEMs, along with the elements and structuoggrties of the corresponding
mental representations; cp. Hornstein and Pietroski (2009

One can accept this task and still hypothesize that undhelistgq an expression of
a human I-language is a matter of recognizing (or perhapgrasg) its truth-theoretic



properties in the right way; see e.g., Higginbotham (19B&)son and Segal (1995), Heim
and Kratzer (1998). For as Larson and Segal (1995) makeocgx@nd other authors
suggest, one can offer a proposal about how the pronoureceaptessions of a human
I-language are related to expressions of a hypothesizepidme of thought (cp. Fodor
(1975, 2008)) that makes it possiblertpresentlarskian satisfaction conditions. Indeed,
we do not see how else sentential SEMs could actually hatte ¢nnditions, as opposed
to merely being “interpretable” in this way from an exteistt perspective.

To recognize thatowis true of all and only the cows — or more precisely, that when
cow s linked to a variabley, the resulting expression is satisfied by an assignmeoit
values to variables ifA assigns a cow te— a speaker presumably needs some way of rep-
resenting the cows, along with some way of representingbbas and truth/satisfaction.
Likewise, for Larson and Segal, understandbrgwn cowis a matter of generating (in
the right way) a representation according to which this géiria true of things that are
both brown and cows. If only for simplicity, we assume thainams have concepts like
cow andBROWN, along with some logical concepts likeiD; where concepts are mental
representations, composable in their own tetm&nd we assume that speakers deploy
such concepts in understanding. Ordinary speakers mayal@semantic concepts like
SATISFIES which can be deployed to represent complex I-languagessgmns as hav-
ing semantic properties that can be specified via concé@ahD, BROWN, andcow.’
Though once one grants that theorists must say something hbew SEMs are related to
concepts, even for simple cases llk®wn cow various possibilities come into view.

Instead of saying that SEMs have (and/or are representedvasgh truth-theoretic
properties, one can hypothesize that SEMs are instructosrisow to fetch and combine
mental representations, and that executing SEMs leadg tastembly of representations
that may or may not have truth-theoretic properties. To adipproximation, one might
view the SEM of each morpheme as an executable instructiomoi@ to fetch a concept
from a certain lexical address. And one might view each cemlIEM as an executable
instruction for how to formally combine concepts obtaingakecuting constituent SEMs.
This leaves it open which if any aspects of SEMs/instrudisimould be characterized in
terms of traditional semantic notions. For example, the SEMrown dogmight be de-
scribed as:CONJOINFETCH@"brown”, FETCH@"cow”]; i.e., conjoin concepts fetched
from the lexical addresses (in the lexicon) associated thighlPHONs obrownandcow.

If we idealize away from polysemy, and assume that eachdézaddress indicates a sin-
gle concept — and that there is only one available way to @omjmnadic concepts —
there will only be one way of executing the semantic instauct The resulting concept,
AND[BROWN, cow], might have a satisfaction condition. But executing arrirngion
may lead to a product that has properties not specified imteuiction. So even if (some)
concepts have Tarskian satisfiers, it isn’t obvious that SEk& related to concepts via




semantic concepts likeATISFIES as on more traditional approaches.

In any case, there may be many human concepts that canndchedeor assembled
via SEMs: acquirable I-languages may not interface withttadl concepts that humans
enjoy. So let us say that human I-concepts are conceptsdhdiefetched or assembled
via SEMs. Likewise, there may be ways of assembling contbptsSSEMs cannot invoke.
We assume that any plausible account will need to posit, @yeavanother: conjunction
of monadic concepts; a restricted form of saturation, ohges “theta-binding”, corre-
sponding to combination of a verb with an argument (Carls@84); and something like
quantification over assignment variants, to accommodatkittd(s) of abstraction associ-
ated with relative clauses and the external arguments aftijicational determiners (cp.
Higginbotham (1985)). But whatever the details, let’s saynan I-operations are those
concept-combining operations that can be invoked via théasyof SEMs®

This invites a question characteristic of Chomsky (1999)’'s proposed minimal-
ist program, applied to semantics: what is the sparest ¢tieat inventory, of I-concepts
and l-operations, that allows for at least rough descrpagiequacy with regard to char-
acterizing the concept-construction-instructionsgegriffsplan¥ generated by human I-
languages? In answering this question, one needs to disimgdarski (1935)’s technical
notion of satisfaction from the intuitive sense in whichtiastions are satisfied when suc-
cessfully executed. If is a sentence of a language that has a Tarskian semantidsapper
an idealized language of thought — one can sayXhat‘E-satisfied” by each sequence of
entities (in the relevant domain of discourse) that meetr&in condition. But i has
E-satisfiers, these sequences need not and typically witefiect the structure of, and
Y) need not be an instruction bwild anything. By contrast, iE is a concept-construction-
instruction, one can say thatis “I-satisfied” by fetching certain concepts and perforgin
certain combinatorial operations. Aitcan be satisfied in this sense, requiring construc-
tion of a concept that at least partly reflects the structtidé, @ven if> has no E-satisfiers;
cf. Davies (19875.

Given this distinction, appeals to semantic typology mestiotivated carefully. Let's
grant that humans enjoy concepts that exhibit at least sdntleectraditional Fregean
hierarchy: singular concepts of type <e>, used to think alentities; truth-evaluable
thoughts of type <t>; predicative concepts of type <e, tt taen combine with concept
of type <e> to form a thought of type <t>; and so on, for sometrinal range of types.

It doesn’t follow that human have I-concepts of these tydadeed, the allegedly basic
types <e> and <t> are especially suspect.

Many accounts of proper names eschew the idea that namexiad ltems (that fetch
concepts) of type <e>, in favor of the idea tlal/is more like “that person calledhy'—

a complex predicative expression (used to assemble a cempeadic concept). More
generally, expressions often said to be of type <e> may ldersatalyzed as devices for



fetching monadic concepts that can be conjoined with otrese Pietroski (2011) and
references there. And it is worth stressing that Tarski $) @& not appeal to truth values,
or expressions of type <t>, when he characterized truthrimgeof satisfaction. Tarski
treated sentences (of his invented language) as devideddkaify sequences. And since
it will be important that I-language sentences need not sieuntions to build concepts of
truth values, we conclude this subsection by introducingescelevant notation.

Consider a pair of operatorsand., that convert monadic concepts into monadic con-
cepts as follows: for each thing in the domatig, applies to it iffc applies to something,
and|c applies to it iffC applies to nothing; where ranges over monadic concepts. For
example,fcow applies to you iff there is at least one cow. Correlativélypw applies
to you iff nothing is a cow. So for each thing, eithiezow or cow applies to it. And
nothing is such that bothcow and /cow apply to it. Given a suitable metalanguage,
we can say:1c = IX[c(X)]; J¢c = —3Ix[c(X)]. But the idea is not that!'c” abbreviates
“Ix[c(X)]".

The possibility to consider is that sentential SEMs invokeogeration that creates
a concept of “all or none” from an assembled monadic concefe.take no stand here
on which aspect of sentential syntax invokes this operatiBnt one can hypothesize
that for some grammatical label S, an expression with thaslles an instruction to exe-
cute the labeled instruction and then prefix the resultimgcept with1. Given concepts
of events, likeSEEING-OF-KAY andDONE-BY-JAY, “closing up” can yield concepts like
TAND[DONE-BY-JAY, SEEING-OF-KAY ]. This concept applies to all or to none, depending
on whether or not there was an event of Jay seeing'Kay.

Let us say that any concept of the formc” or “|c” is a T-concept with “T” con-
noting Tarski, totality, and truth}: There is no guarantee that human I-concepts in-
clude T-concepts. Even if humans enjoy such concepts, there guarantee that they
can be assembled by executing semantic instructions. Baitightrue for concepts of
any type. Still, one can imagine a procedure that generatgsuctions of the form
CLOSE-UP:CONJOIN... , ...]; where executing such instructions leads to rmtd@g con-
cepts of the forntAND|[C, C’]. And appeal to T-concepts can do at least much of the work
done by supposing that sentences (are used to assembl@totiet) denote truth values.

So instead of saying that sentences exhibit a special typthat differs from the type
exhibited by “brown cow”, with expressions of type <t> aglrualue denoters, one might
offer an I-language semantics according to which senteareespecial cases of predicates.
Put another way, T-concepts are predicative concepts tbrnaedistinctive operators, not
concepts of distinctive things. So especially if it is umeléhat human I-concepts include
concepts of type <e>, the possibility of appealing to T-apts should make theorists
pause before assuming the traditional semantic typolotjygaries of I-languagé's.

We do not deny that “post-linguistic” cognition often traffiin complete thoughts,




with each monadic concept saturated or quantificationallynid. But human I-languages
may interface with such cognition via formally monadic Tacepts, perhaplsecausd-
languages do not themselves generate expressions of typard this is not mere specu-
lation, given that the notion of a sentence has always hadistable place in grammatical
theory. It is notoriously hard to say which SEMs exhibit tipedal type <t>, especially
if each SEM is (qua generable expression) an instance of goamematical type exhib-
ited by lexical items. One can stipulate that sentencesrajegtions of some functional
category, perhaps associated with tense. But no suchaipuiseems especially good.
So perhaps theorists should drop the idea that human |-#ayegugenerate expressions of
type <t>, in favor of a less type-driven conception of sentant

In any case, we do not want to rely on inessential typologasalimptions when ad-
dressing foundational questions about how interrogatwekrelative clauses are related
to declaratives. It is hard see how concepts of truth valaesbe used to ask questions.
And we suspect this feeds the idea that concepts of propositire required. So we will
not assume that I-languages generate expressions <t>, lesgthat interrogatives and
relative clauses have constituents that denote truth salue

2.2 |-language I nterrogatives and Question-Denoters

Following Hamblin (1958, 1973), many theorists have beémeted to some version of
the idea that an interrogative denotes the correspondingf gmssible answers — or the
corresponding set dfue answers (Karttunen 1977), ompartition of a suitable set of an-
swers (Higginbotham and May 1981). Hamblin expressed tadirg idea in terms of
a point about how interrogatives are used in communicatiBnagmatically speaking a
question sets up a choice-situation between a set of ptoposi namely, those proposi-
tions that count as answers to it” Hamblin (1973: 48). And eted above, we grant the
utility of this idealization concerning use. But it is oftenid that ayes/neinterrogatives
like (11) denoteghe set indicated with (12), or perhaps the correspondingletion set
that includes only the true proposition in questidn.

(11) Did Jay see Kay?
(12) {the proposition that Jay saw Kay, the proposition thet did not see Kay}

Likewise, it is often said that avh-question like (13) denotes some set of propositions
gestured at with (14),

(13) Who did Jay see?

(14) {the proposition that Jay saw Kay, the proposition thet saw Larry, the proposi-
tion that Jay saw Matry, ... , the proposition that Jay saw Jay}



or perhaps a partition of (14) —i.e., a set of conjunctioasheof which has each element
of (13) or its negation as a conjunct. Any such proposal saggeestions about the un-
mentioned elements of (14), indicated with the ellipsis.tBey include, for example, the
following propositions (at least if true): that Jay saw tlowegrnor of lllinois; that Jay saw
every governor convicted of a crime; that Jay saw every gamrenvho saw him; that Jay
saw every governor he saw? But set such issues aside, amadesitst there is determinate
set of propositions corresponding to (13). A more pressimgstjon, from an I-language
perspective, is how to translate the talk of expressionstilegabstracta into a plausible
hypothesis about the SEMs of (11) and (13).

At least sometimes, talk of denotation is abbreviated tdlkwloat speakers cado
with expressions in communicative contexts — with no pregesf any proposal about how
SEMs are used to assemble mental representations. Butbhedampting to say that (15),
by virtue of its meaning,

(15) Jay saw Kay

has a certain proposition as its denotation; where “deiootais a technical term of se-
mantics, on par with Frege’s term of art “Bedeutung”, exdépt Frege stipulated that
sentences of his invented language denote/Bedeut truiksalt is tempting to think that
“denotation” can also be used, without serious equivonatmtalk about the representa-
tions assembled by executing SEMs. But as noted above, lapp@aoncepts of) truth
values should already raise eyebrows if the task is to destiman I-languages in terms
of the sparest descriptively adequate typology. Appeal-tmiicepts of) propositions, in
order to accommodate (11), should raise eyebrows high. Bwefact that (15) has an
interrogative counterpart already show that (15) is notrestruction to assemble a mere
T-concept, or that the constituents of (15) have denotatibat can be combined to form
a proposition that can be an/the answer to (11)?

If (15) denotes the proposition that Jay saw Kay, then it besam@gy tempting to say
that one way or another: the SEM of (11) combines some fortealent Q with a complex
constituent S that shares its denotation with (15); anddhngdex expression QS denotes
(12), because Q denotes the requisite mapping funptiéinom an I-language perspective,
this would be to say that Q fetches a concepfupfand hence that I-concepts include
concepts of this sort. And if (16) is related to (15) by somacpss of abstraction, so that
(16) denotes the proposition-part corresponding to “Jay Sa

(16) ...who Jay saw

then it becomes very tempting to say that one way or anotherSEM of (13) combines
some formal element Q with a complex constituent R that shisselenotation with (16);

and the complex expression QR denotes (14), because Qedehetrequisite mapping
function, with parallel consequences for the space of kepis.
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Many variants on these initial ideas have been propose@siponse to various facts
(see among others Groenendijk and Stokhof (1984: chaptBetinan (1991: chapter 2),
Higginbotham (1996) and Lahiri (2002) for summaries). Weu® here on the Hamblin-
Karttunen approach because it is simple, it is widely adbfae least as an idealization),
and it illustrates two foundational concerns that apply ttéeast many of the variants.
The first concern has already been noted: in so far as the agpiuggests a specific
hypothesis about human I-languages, it suggests a richogyof I-concepts, even for
sentences that seem quite simple. One wonders if the sammadies work could be done
with fewer theoretical distinctions.

The issue here is not skepticism about abstracta. We susaectt least often in the
study of linguistic meaning, appeal to propositions isdrisal residue of an E-language
perspective on I-languages that are used to assemble ¢en&gpulating the domain of
denotations with propositions, while retaining the tratil (non-psychological) notion
of denotation, is no substitute for the idea that SEMs arteingons to assemble concepts.
Failure to be clear about this is a recipe for positing mopelygy than needed. For many
purposes, economy of typology is not a high priority. Bubi¢ tgoal is to say how human
I-languages interface with other aspects of human cognitiven part of the task is to
describe the space of possible human I-concepts, and nefyrterdescribe a space of
possible concepts that might be employed by minds that ddaresver questions.

The second concern is related. Even if one assumes thatogétives denote ques-
tions, in some technical sense, this description of thefe@hcerning (11) and (13) is still
not rich enough. For it does not yet distinguish an intertivgecSEM from a noninterroga-
tive SEM that has the same denotation. If questions are Eptsjpositions — or whatevers
—then a speaker can label/describe a question withoutgekiel* Frege (1879) stressed
that one can label/describe a truth value without makingagking for) an assertion. So
for purposes of his invented language, Frege introducedtindiion between markers
of force and representations abntent— so that the same force marker (e.g., a judgment
stroke) could be combined with different content represtorns, while different force
markers could be combined with the same content repregamntdith regard to human
I-languages, there are various analog hypotheses congetime left periphery of matrix
sentences.

One might speculate that declaratives/interrogativescawert performatives along
lines indicated in (17) or (18); cp. Ross (1970), Lewis (19T@koff (1972).

(17) (I hereby assert that) Jay saw Kay.
(18) (I hereby ask whether) Jay did see Kay.

But in our view, while performatives raise further interegtquestions, (17) and (18) still
exhibit the same declarative mood as (15) or (19)-(20).

11



(19) Mary (thereby) asserted that Jay saw Kay.
(20) Mary (thereby) asked whether Jay saw Kay.

Indeed, we think the SEM of (18) differs in kind from the SEM arfy sentence that
exhibits declarative mood. One can use (18) to ask a quedBianhthis just shows, if it
needs showing, that the mood of an uttered sentence is @tpeisnperfect indicator of
the corresponding speech act’s force; see footnote 3 above.

We assume that each grammatical mood — an aspect of certairalhagenerable
linguistic expressions — is a feature that makes sentemptégracertain uses, in a way that
makes this feature neither necessary nor sufficient for ffeein question; cp. McGinn
(1977), Segal (1991). Competent speakers know that (11]i8)care well-suited to the
task of answering questions, while (15) and (19)-(20) ark-sueted to the task of making
claims. A speaker can claim that someone asked a questiinspecial implications if
the speaker performatively claims that she herself is gskiquestion. But our task here
is not to offer any specific account of the complexities conicg the relation of mood to
force in human communication. Rather, given the distimchietween mood and force, we
want to specify the semantic role of mood in a suitably néwtesy.

From an I-language perspective that aims to keep semapitayy spare, an obvi-
ous hypothesis is that a sentence is a bipartite instrudt@main part, whose execution
leads to construction of a T-concept, which may be modified psocess corresponding to
wh-extraction (see below); and a second part, associatedhdteentential left periphery
edge, whose execution makes an assembled concept fit falaindand of use (say, dec-
laration or querying}® We assume that a T-concept can be used to declare that iesppli
(to one or more things), or to query whether it applizkikewise, a ‘vh-concept” can be
used to classify, or to query which thing(s) it applies to.t Bunay be that before any I-
concept can be used in any such way, it must be “fitted” to tlewaat cognitive/linguistic
performance system. And the relevant systems may differapswthat require diverse
kinds of fitting. Humans can represent and perform speechodchany sorts (cp. Austin
(1962)), some of which correspond to “basic” interior acidike endorsing and wonder-
ing.}” But in using a T-concept to form a thought and endorse it, rkthi may need to
adaptthe T-concept in some formal way (leaving the content unghdhthat makes the
concept accessible to the biological process of endorsembatever that is.

We see no reason to assume that T-concepts are essentiatigddo endorsement (or
“judgment”). Moreover, even if a T-concept can be directiglersed, using a T-concept
to wonder if it applies — or put another way, to wonder whethés to be endorsed —
a thinker may need to make the T-concept formally accessibtee biological process
of wondering. Given a system that can systematically combatchable I-concepts by
means of l-operations, it would amazing if the resultingducts came directly off the
assembly line in a ready-for-endorsing/wondering formahe relevant interfaces may
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not be uniform and transparent, as if endorsing/wonderiagsimplya matter of copy-
ing an assembled concept into a suitable declaration/quergspace. So even if some
interior actions can be performed directly on conceptsrabgsl by executing semantic
instructions, it may be that for at least some of the actipesyimperfectly correlated with
grammatical mood, performing actions of those types reguidditional preparation of
grammatically assembled concepts. In which case, graroatatiood may itself be an
aspect of a complex sentential instruction for how to builtbacept and prepare it for a
certain kind of use; cp. Segal (1991). Though to repeat: aeqincan be prepared (i.e.,
ready) for a certain use — say, by applying the I-operati@soaated with a given mood —
yet not be so used; and a concept might be so used without pegpgred in this moody
way. Correlatively, our suggestion is that the edge of aeserd is important in preparing
a concept for a given use, be it to utter a command, ask a questito make a state-
ment. An edge provides a locus for directing “adjustmentaaub-sentential concept in
an appropriate way.

For simplicity, suppose that declarative mood is the irtgtom DECLARE, while inter-
rogative mood is the instructiopueERY. We take no stand on the details of ho®CLARE
is related to acts of endorsing propositions — as opposeshig éntertaining hypotheses,
or stating the antecedent of a conditional — or hQUERY is related to acts of seeking
information, as opposed to (say) asking rhetorical quastior merely giving voice to un-
certainty. Perhaps subdistinctions will be required. Buagotential analogy, a common
view is that external arguments of verbs are associatedanigtational concepGENT-
OF, that co-classifies segregatable thematic participa@@®8SERS EXPERIENCERS and
so on!® It may be thabECLARE likewise munges segregatable speech acts. And for the
moment, it is enough to envision a procedure that can generstructions of the form
shown in (21) and (22);

(21) DECLARE: CLOSEUP: CONJOIN ... , ... ]
(22) QUERY: CLOSEUP: CONJOIN ... , ... ]

where executing such instructions leads to assemblingh€eguts, likelAND[DONE-BY-
JAY, SEEING-OF-KAY ], and then preparing such concepts for use in declaratiposing
ayes/nequery?!®

Given this way of setting up the issues, one can — and in thewwlg sections, we
will — go on to ask what further typology of instructions isjuered to accommodate a
range of basic facts concerning interrogative SEMs. But areclude this section with a
few remarks about relative clauses, since part of our go@ cffer a syntax/semantics
that captures the apparent commonalities acwdsguestions and relative clauses. Un-
surprisingly, the notion of a T-concept must be extendeade¢tude concepts that contain
variables. And this extension to relative clauses willtiertillustrate our claims about the
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semantic role of movements to edges.

2.3 Abstraction: T-concepts, Variables, and Relative Clauses

As noted abovelAND[DONE-BY-JAY, SEEING-OF-KAY | applies to everything or nothing,
depending on whether or not something was both done by Jap aeéing of Kay. Or

more briefly,fAND[DONE-BY-JAY, SEEING-OF-KAY | applies to x iff (x is such that) Jay
saw Kay. For simplicity (cp. footnote 8 above), suppose tind@dded conjuncts have
singular constituents that can be replaced with varialkesvi or v’ — mental symbols

that might be fetched via grammatical indices like “1” and “2as shown in (23-(25).

(23) TAND[DONE-BY(JAY), SEEING-OF(V')]
(24) TAND[DONE-BY(V’'), SEEING-OF(KAY)]
(25) TAND[DONE-BY(V’'), SEEING-OF(V")]

In one sense, the concePEEING-OF(V') is dyadic; it applies to a pair <e, e’> iff e
was an event of seeing e’. But formalsgEING-OF(V’) is a concept of events, just like
SEEING-OF-KAY . Likewise, there is a sense in which (23) is dyadic; it apgptee<x, e’>
iff X is such that Jay saw e’. Though formally, (23) is a T-cept; and hence a concept of
all or none. Similar remarks apply to (24). And of courseréhs a sense in which (25) is
triadic; it applies to a triple <x, e’, e”> iff x is such that eaw e”. Nonetheless, (25) is a
T-concept. So let's say that relative to any assignmeAtoffvalues to variableSEEING-
OF(V’') applies to e iff e was an event of seeing whatevassigns to’; (23) applies to x iff
(x was such that) Jay saw whateYeassigns to’; (24) applies to x iff whateveh assigns
tov’ saw Kay; and (25) applies to x iff whatevArassigns ta@’ saw whateveA assigns to
v”. Assignments can also be described as mappings—from legi@bentities—that satisfy
T-concepts: SATA, (23)] iff Jay sawA(V'); SAT[A, (24)]iff A(v') saw Kay; SATA, (25)]
iff A(v’) sawA(v”’). And while T-concepts are not concepts of assignmentspaciiy to
represent assignment-relativization would be valuabi@fduster of reasons.

Imagine a mind that can refer to some of its own concepts ama domplex concepts
like sAT[«, (25)]; wherea is either a default (or randomly chosen) assignment, or an
assignment that “fits” a given conversation in the sense sifasg the nth thing demon-
strated to the nth variable (and assigning values to anykepg@éace/time indices in the
appropriate way). Such a mind might be able to form conceéfpgsaAND[SAT[«, (25)],
RELEVANT(a)]; cp. Kaplan (1978b,a). And it might not be a big leap to esgnting
assignments as differing minimally, in the sense of diffgrat most with respect to the
value of a single variable; cp. Tarski (1935). Existentiaaqtification over assignments
could then be used to convert “variable T-concepts” into plex monadic concepts that
apply to some but not all individuals.
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Consider (26) and (27.

(26) JA[ASSIGNFA, X, V') & MINDIF(A, «, V') & SAT(A, TAND[DONE-BY (JAY),
SEEING-OF(V')])]

(27) dJA[ASSIGNFA, X,V') & MINDIF (A, a, V') & SAT(A, TAND[DONE-BY (V’), SEEING
OF(KAY)])]

Relative to any choice fat, concept (26) applies to x iff some assignmamnneets three
conditions:A assigns x to the first variablé; is otherwise just likev; andA satisfies (23).
More briefly, (26) applies to x iff Jay saw x. Likewise, (27)pdips to x iff x saw Kay.
More interestingly, consider (28) and (29).

(28) dA[ASSIGNIA, X,V') & MINDIF (A, a, V') & SAT(A, TAND[DONE-BY (V'), SEEING
OF(v")])]
(29) dJA[ASSIGNFA, X,V") & MINDIF(A, a, V") & SAT(A, TAND[DONE-BY (V'), SEEING

OF(v")]]

Relative toa: (28) applies to x iff x sawy(v”); and (29) applies to x iffy(v’) saw x2*
This implements a limited kind of lambda abstraction, cgpnding to extraction of
awh-expression. So let’'s abbreviate (28) and (29), respdytias in (30) and (31).

(30) AV'.TAND[DONE-BY(V’'), SEEING-OF(V")]
(31) AV’.TAND[DONE-BY(V'), SEEINGOF(V")]

But note that such abstraction can be specified in terms aintepts, without appeal
to truth values or concepts of type <t>, as Church (1941)’s dicussion makes clear.
Concepts of individuals can be used to build concepts ofralbme, which can be used to
build concepts of assignments, which can be used to buildeggis of individuals. So a
relative clause like (32) or (33) can be a complex instrugtwith the embedded sentence
as an instruction for how to build a (variable) T-concept.

(32) [cp who, [ C [rp Who, saw heg ]]]
(33) [cpwho, [C[rp he saw wha ]]]

The higher copy ofwho — traditionally described as occupying a specifier positbn
a covert complementizer — is then part of an indexed instndbr how to convert an
assembled T-concept into a concept like (30) or (31).

There are various ways of encodimgp-instructions. But for concreteness, given any
indexv, let ABSTRACT-V be an instruction for how to prefix a T-concept with the oparat
“Av.”. Then awh-question can be treated as an instruction, of the form shio8y), for
how to build a concept like (30) or (31) and prepare it for gueg.
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(34) QUERY: ABSTRACT-V: CLOSEUP: CONJOIN ... , ... ]

We want to stress that fromny plausible I-language perspective, lambda abstraction
has to be viewed as a formal operation on mental represensatas opposed to rep-
resented semantic values. Indeed, a standard type thedssnitaespecially clear that
wh-movement to the edge is a special kind of concept construatistruction. So we’'ll
illustrate the point with a more familiar proposal. On theatiment of relative clauses in
Heim and Kratzer (1998), the SEM of (35) has the form showr88) ( with expressions
of type <t> indicated as such with superscripts.

(35) Every dog chased some cat.
(36) [[every dog][1/[[some cat][2*[tchased ] <*>]] <!> ]] <"

The idea, which can be encoded in various ways, is that thieeacn the raised
quantifiers correspond to (ordered) lambda-abstractioopmm sentences: “every dog”
and “some dog” are quantificational expressions of type ©<¢&>; “every dog” combines
with an expression (of type <e, t>) that denotes the fundetermined by abstraction on
the first variable applied to a sentence (of type <t>) that dvaes free variable; “some
cat” combines with an expression that denotes a functiotyf <e, t>) determined by
abstraction on the second variable applied to a sentendgfef<t>) that has two free
variables. Semantic values for the constituent expressian be recursively specified as
shown below, with the relevant semantic types indicate@xmplicitness.

(37) A standard semantic derivation of a relative clause

Expression Semantic type Semantic value

[t; chased] <t> T iff CHASED(AL, A2)

2/[t; chasedd] <e, t> M. T iff CHASED(AL, X)

[some cat] <<e, t>t> AX.Tiff Ix:cAT(X)[XX = T]

[some cat]*[2"[t chased ] <t> T iff 3z:cAT(z)[CHASED(AL, 2)]
17[[some cat][2"[t chased t-2][] <e, t> MX. T iff 3z:CAT(z)[CHASED(X, 2)]

[every dog] <<e, t>t> AX.Tiff Vy:DOG(Y)[Xy =T]

[every dog]'[17[some cat]*[27[tchasedd]]] <t> T iff Vy:DOG(Y)[Iz:CAT(Z)[CHASED(Y, 2)]]

Like all expressions, the expressions of type <t> have g®@irantic values relative to as-
signments of values to variables. But relative to any assajt, there are only two possi-
ble values:TRUTH andFALSITY. So for example, “T iffcHASED(AL, A2)” is shorthand
for: TRUTH if the thing assigned to the first index chased the secondpteatwiserAL -
SITY. With this in mind, focus on the two crucial steps, which ilwaa shift from an
expression of type <t>to an expression of type <e, t>.

(38) Abstraction 1
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Expression Semantictype Semantic value
[t; chasedd <t> T iff CHASED(AL, A2)
2\[t; chasedd] <e, t> MX. T iff CHASED(AL, X)

(39) Abstraction 2

Expression Semantictype Semantic value
[some cat] <<e, t> t> AX.Tiff Ix:CAT(X)[Xx = T]
1M[some cat]27[t chased t-2]]] <e, t> MX.T iff 3z:CAT(z)[CHASED(X, Z)]

The truth values do not, relative to any assignment, detegritie relevant functions.
And the indices do not denote functions of type <t, <e, t> >y amch function would
always map the same truth value to the same function. Sociaglal iff CHASED(AL,
A2)" with “ A\x.T iff CHASED(AL, x)” would border on incoherend&“T iff CHASED(AL,
A2)” was really serving as an assignment-relative spetifinaof a truth value. A repre-
sentation of a truth value is no basis for a representati@nfafiction?? By contrast, the
following psychological hypothesis is perfectly sensibilee I-language expression {|t
chased 4]” is a (complex) instruction for how to build a concept of g/gt>; likewise
“2N\[t, chasedd4]” is an instruction for how to build a concept of type <e, t> iz.y by
executing “[t chased}’ and converting the resulting concept of type <t> into a cept
of type <e, t>. One can imagine a Tarskian language of thowghtsentences like “T
iff CHASED(AL, A2)” or “CHASED(AL, A2)”, and a psychological operation that converts
such sentences into expressions like&.T iff CHASED(AL, X)” or “AX.T iff CHASED(AL,
X)”; where such expressions of a Church-style mentalese [fanctional) denotations
that can be recursively specified by appealing to sequemckgaaiants.

We have been at pains to avoid assuming this standard typalogart because we
do not see how concepts of truth values could be used to askiop®e (And we suspect
that we are not alone, given the tendency to supplement trad typology with appeals to
propositions and sets thereof.) But even on the standavg kiseems thatvh-extraction
ends up being treated (at least from an I-language perspges instruction to convert a
sentential concept into a predicative concept. And givendbnception ofvh-extraction,
one need not treat sentential concepts as concepts of @ibsy— much less concepts
of propositions — in order to accommodate relative clausdgslaeirwh-question counter-
parts. On the contrary, by treating sentential concept®asapts of all or none, one is
more or less forced into treatirvgh-extraction as an instruction for how to use a sentential
concept to form a concept of individuals that can be used edlipation or in querying.
Again we see how movement to the edge can have a crucial serefatt, as expected
if “External Merge correlates with argument structuregmial Merge with edge proper-
ties, scopal or discourse-related [...]” (Chomsky 2005). X3ur approach encodes this
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"duality of semantics" in part via the idea that for both tekaclauses and interrogatives,
movement to the edge exploits internal Merge to createuaostns for how to modify
concepts assembled by executing instructions that aresfibby external Merge.

3 The Syntax of SEMs

As noted above, for any given I-language, syntacticianssamanticists share the task
of specifying both the implemented procedure that gengrateindlessly many SEMs
and the principles governing how those SEMs interface wiémtal representations. In
attempting this joint task, one tries to construct the semplverall account that does
justice to the facts. But it is all too easy to simplify a syaita theory of the genera-
ble SEMs by positing a sophisticated (and perhaps unimpitabé) mapping from the
posited grammatical forms to mental representations. vig& one can purchase sim-
plicity in semantics by complicating the syntax in ways tlegjuire generative procedures
that children cannot acquire. This invites a minimalisagy urged by Hornstein and
Pietroski (2009): start with the sparest remotely plagsdanceptions obothsyntax and
semantics — where the relevant notion of sparsity concempdsited procedures, not just
the generated expressions/representations — and ashtif/e®f simple interface princi-
ples would still accommodate a significant range of “coreémbmena; and if so, try to
describe more recalcitrant phenomena as interactionteffextween the representations
assembled via SEMs and other aspects of cognition, whese theed not be limited to
pragmatic effects as classically conceived. Having urgediaction in semantic typology,
we now turn to syntax. In our view, a rather simple procedweegatesvh-expressions
that are a little more complicated than is often acknowlédggth important ramifications
for how interrogative SEMs can be interpreted.

3.1 Syntactic assumptions

We adopt a minimalist approach to syntax, according to wthehcomputational primi-
tives should be as few as possible (Chomsky 2005, 2007, Bxi&;kx 2008, Hornstein
2009, Hornstein and Pietroski 2009). Specifically, whilseems obvious that human
I-languages employ a Merge operation to combine variousesspns, we do not take
this operation as basic. Rather, we assume that when twessipns can be Merged to
form a third, this is because the constituents had certairecteristics—say, Edge Features
(Chomsky 2008) or Labels (Hornstein 2009). We also assuatétbrge manifests in two
ways (Chomsky 2004): as External Merge, or “first-merge’a téxical item with another
generable expression; and as Internal Merge, or so-calleement, of an expression with
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(a copy of) one of its constituents. Empirical facts suggiest another operation estab-
lishes certain “agreement” dependencies between lexeals. Generating SEMs may
require other basic operations. But we assume this mucloutifarther comment. In this
section, we suggest a syntax of interrogatives that mapspeaently onto logical forms of
the sort envisioned in section two, given some indepengeidlisible assumptions about
how SEMs are “spelled out”.

3.1.1 Thesyntax of interrogatives (Cable (2010))

Going back to Baker (1970), most syntactic approaches tetimunes have assumed that
one way or another, a Q(uestion)-morpheme is merged inttethperiphery of the sen-
tence — typically, in what would now be called the C(P) domaiwith consequent ef-
fects, like auxiliary-fronting and/or characteristigaithterrogative intonation. This makes
it tempting to blame characteristically interrogative mieg on the same left-peripheral
morpheme. Our view differs, at least in the details. FolluyvCheng (1991) and Ca-
ble (2010), we argue that the crucial interrogative elenenbpt the Q-morpheme itself.
Rather, there is a distinct but semantically related “Qfoe$-particle” (see also Hagstrom
(1998) and Kishimoto (2005)). While this Q-particle is pbtgically empty in many
languages, including English, Cable presents intriguindeance for an overt Q-particle in
Tlingit—a Na-Dene language of Alaska, British Columbia #&melYukon. Consider (40), a
typical example of a Tlingitvh-question.

(40) Waasatudinookwl éesh?
how Q he.feels vyourfather
‘How is your father feeling?’ (Cable 2010: 3)

The following structure shows how questions generally arméd in Tlingit.

(41) [...[pp[...-whword ...] sa] (focus particle) ... main predicate ...] (Cable
2010: 4)

(41) illustrates that thevh-word has to precede the main predicate oflinequestion and
that thewh-word is also typically initial in the clause. Next, tindrword is followed by
the Q-particlesa Notice that this particle either directly follows tind+word or a phrase
containing theavh-word. Cable’s representation of the syntax, shown in (d@ptures the
gist of his analysis (Cable 2010: 38).
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(42) CP

QP CP
e . CQ/\lp
T~

...wh-word . ..

Cable offers evidence that the Q-particle is the real tav#ie rules/operations gov-
erning question formation. When tiehword is fronted, so is the entire QP, and Cable
argues that nothing about thdrword itself matters in this respect (Cable 2010). The
examples below illustrate this claifd.In particular, the locality of thevh-word itself is
irrelevant: what matters is the locality of the QP to the [@dtiphery, as suggested by
(43)-(45) (Cable 2010: 33).

(43) [vpr [cp Waakligéiyi ] xaat] sai tuwaasig6o?
how it.is.big.REL fish Q your spirit it.is.glad
‘How big a fish do you want? (A fish that is how big do you want?)
(44) *[nvp [cp Waasakligéiyi ] xaat] i tuwaa sig6o?
how Q it.is.big.RELfishyour spiritit.is.glad

(45) *[np [cp Waakligéiyi ] sa xaat] [ tuwaa sig6o?
how it.is.big.RELQ fish your spiritit.is.glad
This example shows thath-operators may be inside islands if and only if the Q-paeticl
is outside the island. Thus, this example shows that it ig thd features of the Q-particle
that determine whether fronting is possible or not.
Arelated point is that the Q-particle must always front imtaquestion, as in (46)-(47)
(Cable 2010: 32).

(46) [Goodéiwoogootxsa] [has uwajéd; i shagdéonich]?
where.tohe.went Q think your parentERG
'Where do your parents think he went?’
(47) *[Goodéj [has uwajédwoogootxsd]i shagdonich]?
where.to think he.went Q yourparentERG
This suggests that the Q-patrticle is a centraivtefronting. For if thewh-fronting rule
only made reference to theh-word, we would expect (47) to be acceptable. Moreover,
a Q-particle must always appear at the right edge of whatgwerse one fronts inah-
guestion (Cable 2010: 44-45).
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(48) [AadOoyaagu]saysiteen?
who boat Q you.saw
'Whose boat did you see?

(49) *[Aadbosayaagul]ysiteen?
who Q boat you.saw

The unacceptability of (49) lends further support to thedtiipsis depicted in (42) above.

For these reasons, we follow Cable’s suggestion that |lageguéike Tlingit should
inform analyses of languages with no overt Q-particle. SoEglish, we will assume
a silent Q-particle that is merged with thd+worc?* In addition to allowing for a more
language-invariant mapping from SEMSs to logical formss thill allow for attractively
simple conception of the underlying generative proceddogghe slight cost of positing
slightly more elaborate SEMs for languages like English.

3.1.2 Spell-Out and the mapping to logical forms

For purposes of offering an explicit proposal about how €atyle syntactic structures
could be “read” as semantic instructions, we adopt a pdaticuinimalist syntax that has
independent virtues; see Lohndal (In progress). Thoughcaneremain agnostic about
various details. Given the facts discussed here, one caydlly well adopt slightly
different syntactic assumptions, including those of C4BI@10). The point is not that
our general treatment of interrogatives and relative daesgjuires the particular syntax
adopted here, but rather, that a relatively spare syntaxdisuifice.

Initially, we show how the proposed syntax (from Lohndal girogress)) works in
some detail. Then we return to more traditional represimtstfor ease of exposition.
But as will become clear, our proposed logical forms willeetlthe proposed Spell-Out
system, which dovetails with a conception of SEMSs as insiwas to build concepts.

Every theory makes assumptions about how syntactic stegcre mapped onto log-
ical forms. It could be that syntactic structures are logicans and that there effectively
is no mapping. But we assume, standardly, that there is aimgjnom syntactic struc-
tures to logical forms, and that it is an open question whatrtrapping is. On our view,
SEMs are instructions to build concepts. SEMs need to be ethppto logical form and
we will call this point of transfer Spell-Out. A standard asgtion within Minimalism
is that transfer happens in chunks (Uriagereka 1999, Chp@380a, 2001) of a certain
size. There is disagreement on what the size of the chunkbuarthe core idea in Lohn-
dal (In progress) is that each application of Spell-Outegponds to a conjunct in logical
form. One motivation is to enable a relatively transpareapping to Logical Forms that
manifest full "thematic separation” of arguments from jcates (Carlson (1984), Schein
(1993), Pietroski (2005a)), by spelling out each argumadtthe predicate separatéhy.
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Lohndal develops a syntax where there is no categoricahdigin between specificers
and complements. The core syntactic relation is that of d had a non-head that are in a
sisterhood relation. There is furthermore a derivatiownalstraint that bans two elements
that can only be phrases from being set-merged, cf. MoroQ28@08), Chomsky (2008),
Narita (2011).

(50) *[XP XP].

There are many views one can take on the nature of this contssae Speas (1990: 48),
Uriagereka (1999), Moro (2000, 2008), Alexiadou and Anagopoulou (2001, 2007),
Richards (2010) and Chomsky (2008, 2010) for much discusdibere is a relevant dif-
ference compared to Uriagereka (1999) and Narita (2009rdasp 2011). The former
argues that only left-branches can be spelled out sepgrate¢éreas the latter argues that
there is optionality as to where Spell-Out applies. In thespnt system, there is no op-
tionality: Spell-Out always has to target the complementhefhead that constitutes the
spine of the relevant tree that is being built.

An assumption is that all arguments are introduced by foneliprojections above the
verb, as in Lin (2001), Borer (2005), Bowers (2010). Agentsiatroduced by \Voick
cf. Kratzer (1996), Alexiadou et al. (2006). It should berifiad that the nature of the
label does not really matter; see Chomsky (1995), Harle9%),9-olli and Harley (2007),
Pylkkéanen (2008), Ramchand (2008), Sailor and Ahn (2010)rfoch discussion. The
importance of this assumption is that the Agent is introdumgea separate functional pro-
jection. Compare the earlier appealdONE-BY-JAY as a conjunctin T-concepts. Themes
are also introduced by functional heads; cf. Baker (199%)(2001), Borer (2005), Bow-
ers (2010). One can label the relevant hejddt lack of a better name. Kratzer (1996) ar-
gues against thematic separation for internal argumentsde Williams (2008), Lohndal
(To appear) for replies. So while we earlier appealed towwstp likeSEEING-OF-KAY,
since appeal to T-concepts is neutral on this aspect of tieseparation, we think such
conjuncts should be elaborated as follows: aE@{iNGe), IX[THETA(e, X) & KAY (X)];
whereTHETA(e, X) is the thematic concept associated with being thernateargument
of “see”. Likewise,DONE-BY-JAY should be elaborated ax[" THETA(e, X) & JAY(X)];
wheret THETA(e, X) is the thematic concept associated with being themattargument
of 'see’.

Based on these assumptions, consider the structure ig%51).
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(51) \oiceP

XPA{>\

\oice FP

XPTheme F VP

|
%

The following discussion will show how this structure getsltband what structures get
spelled-out during the structure building process.

Due to (50), when B has merged with VP and then-XE,. wants to merge with the
BP phrase, such a merger cannot take place. Instead, fay.%XPto merge with BP, the
complement of B needs to be spelled out. Because of theaetdtcharacter of BPS, B
is now a head and can merge with the phrase;XE.. (52) shows the structure before
Spell-out?’

(52) FP
ERS
F VP
|
\%
(53) is the structure after Spell-out and merger of Theme.
(53) FP
/\
XPTheme F
The next element to be merged is the Voice head (54).
(54) \oiceP
\Voice FP
/\
XPTheme F

Thenthe XR,.,; wants to be merged into the structure. But VoiceP and X[ cannot be
merged, so again, the complement of Voice needs to be speltedhe resulting structure
is given in (55).
(55) \oiceP
/\

XP4gent  VoICE
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The VoiceP in (55) can now be merged with further heads, bgbas as a new phrase
wants to be merged, Spell-Out will be triggered again. Lefousoncreteness move the
subject to the canonical subject position, which in Englishke to be SpecTP. First T
merges with VoiceP, creating a TP, as shown in (56).

(56) TP
T \oiceP

XPagent VOoicCe

When the subject, XE,.,.;, moves, Spell-Out is triggered again, so that we end up with
(57)28

(57) TP
/\
XPAgent T

The present system will guarantee that each applicatioregjeonds to a conjunct at
logical form. That is, the syntax will give us the simplifieagical form in (58); where
'Al’ and 'A2’ indicate the contributions of arguments/valies.

(58) de[Agent(e, Al) & Theme(e, A2) & verb(e)]

Of course, this will require what we referred to as thetadlig in section 2.1, that is, the
argument has to be integrated into a thematic predicatereTdre various ways this can
be done; see Carlson (1984), Lohndal (In progress) for tewyi

As we have shown above, relative clauses also require araatish instruction in or-
der to implement the idea behind lambda-abstraction. Biatsay, the Spell-Out system
proposed here does not itself suffice for all the semanticpeation. But as Pietroski
(2011) shows, an even more restricted version of the poaibstraction instruction can
accommodate quantification. Furthermore, and this willtoeial below, the IP comple-
ment of C has to be spelled out before tieelement can be merged with the C head. This
means that thevh-element will introduce a conjunct at logical form. Thissas further
questions, to which we now turn, about the role of edges irsgstem.

Within traditional phase-based systems of the sort deeelap Chomsky (2000a,
2001), the notion of an edge plays an important role. A phasel Ispells out its com-
plement, but both the phase head and its specifier(s) aresableefor further computa-
tion (agreement, movement, etc.). On this approach, an isdggortant especially for
purposes of movement: unless a constituent moves to thec@gphase head, this con-
stituent will not be able to undergo further movement beeaafsSpell-Out. From this
perspective, one can think of edges as escape hatches. Butr @pproach, the issue is
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not about escaping. Rather, there are several Spell-Ouaidsiand these together cre-
ate instructions. The left peripheral edge in interrogeginakes it possible to modify a
sub-sentential concept such that this concept can be usgdiéoying. So one can think
of edges as "secondary" instructions. But there is no singteuction that all edges issue.
The details depend on the location and relevant contetifiesiof the edge in question.

3.2 Argument interrogatives
Returning now to (59),
(59) Who did Jay see?

consider the syntactic representation in (60); wherewhexpression is indexed, and
striking through means that the constituent is phonoldiyiesnpty.

(60) CP
QP C
/\
who QUERY CQ/\IP

This structure isnearly ideal for purposes of describing (59) as an instruction f@w h
to build a concept of things Jay saw, and then prepare thisegirfor use in querying.
Recalling section two: think of the IP as a tensed instructm build a T-concept that
applies to x, relative to some assignmentff there was an event of Jay seeinfl); and
think of the CP, withwhoon the left edge, as an instruction for how to build a concépt o
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things Jay saw by abstracting on the first variable of a careggembled by executing the
IP. The problem is that in (60RQUERY is combined withwho, instead of being combined
with the entire CP.

On our viewwhois not an instruction for how to fetch a concept that gets finediby
the operation triggered byueRY. Ratherwhois part of an “edge” instruction that directs
abstraction on a T-concept. And we waiERY to direct modification of the abstracted
concept. Moreover, given the syntax offered in sectionghf@’ cannot be a bipartite
instruction for how to form a concept that combines with tbaeaept formed by executing
the C’ or IP. But suppose th&@UERY either raises again, as in (61), or “reprojects” its
grammatical label as in (62);

(61) QP

(62) QP/CP

who QUERY ¢ 9 P
|
did Jay see whe
where the slash at the top of (62) reflects the derivatibisabry, in which Q’ projects its
own label after moving into a specifier position of C.

Either way, the idea is that the internal merge of [wneeRY] with the CP is an in-
struction, also a CP, whose execution (Spell-Out) leadsderably of the abstracted con-
cept. But (62) reflects the hypothesis that owte QUERY] has internally merged with the
CP,QUERY can reproject its own label. And one can say that this relagés itself the in-
struction to prepare the abstracted concept, of thingsalayfer use in querying. In (61),
the order of operations is directly reflected in the branglsitnucture. But such movement
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violates plausible constraints on extraction; and on tiieecti proposal, movinQUERY —

a head- would not trigger an additional Spell-Out domainw8davor (62) But however
encoded, the idea is that — perhaps due to a constraint on@ielof the sort suggested
above —QUERY is not executed as part of the instruction Q’, which kd® as a con-
stituent. Rather, QP is an instruction to execute CP andapeepe resulting concept (of
things Jay saw) for querying. If it helps, one can think of G&pell-Out instruction that
permits a certain kind of parataxis: an assembled T-cortmspimes available as a target
for a certain kind of manipulation, as opposed to merely dp@wvailable as a conjunct of
a larger concept; cp. Pietroski (1996)’s neo-Fregean eersf Davidson (1968). From
this perspective, Q’ is an instruction to target the firstalale — which would otherwise be
treated as a name for whatevdd) turns out to be — and treat it as the only free variable in
a concept whose event variable has been closed; cp. Heim iatzkeK (1998), discussed
above.

This does not yet explaihowa structure like (62) can be generated and used an in-
struction for how to build a concept of things Jay saw, evermithat the embedded IP
can be generated and used as instruction for how to buildesarel T-concept. While
the covert first-merged occurrencevatio corresponds to an indexed variable — likenZ,
but with even less predicative content — one wants to knowtlbyvert internal-merged
occurrence (at the left periphery) has a different intetgaien 2°

Put another way, the first-merged occurrence comports withtaitive view that Beck
(2006) defends in detail: by itself, the meaningadfois somehow deficient. This raises
of the question of why a raisedh-word is part of a more interesting instruction, instead
of merely being spelled out (again) as an indexed variableatvkble does movement to
the edge play, in terms of determining the instruction gateel? And posed this way, the
guestion suggests the answer hinted at above: executimggstingction Q’, thereby manip-
ulating a T-concept in the relevant way, involves produttda second occurrence of the
indexed variable (as in familiar formal languages wheregientification over assignment
variants is explicit). In short, movement to the edge ciette relevant instruction, which
would otherwise not have been generated. So let us say a bit about the generated
instruction.

The idea is that spelling owee who- i.e., executing this semantic instruction, with
who as an internal argument ske— will yield a concept like the followingSEEE) &
IX[THEME(E, X) & 1(X)]; where 1(x) is a concept that applies, relativetdo whatever
« assigns to the first index. The idea, defended in Pietrogkip, is that the conceptual
templatedx[ THEME(e, X) & ¢(X)] is invoked by an aspect of phrasal syntax (viz., being
the internal argument of a verb likeeg. Correlatively, spelling out the embedded IP in
(61) will yield a T-concept like the following][IX[EXPERIENCEKeE, X) & JOHN(X)] &
SEHE) & IX[THEME(e, X) & 1(X)]].
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The C head is then merged, and the QP is moved to SpecCP,ngdldd). So it
remains to motivate the reprojection step to (61) or (62)distussing this kind of rela-
beling operation, Hornstein and Uriagereka (2002) focugherfact that quantificational
determiners can be semantically asymmetric. For exarepkry cow is an animaiei-
ther implies nor is implied byvery animal is a cowAs many authors have noted (see,
e.g., Larson and Segal (1995)), determiners seem likeitikengerbs, in taking a pair of
arguments in a certain order; cp. Montague (1974). Wéglecombines with a Theme-
argument before combining with an Experiencer-argumewery apparently combines
with a restrictor-argument before combining with a scoppsment. Indeed, Hornstein
and Uriagereka speculate that quantifiers raise out of thehéR because the determiner-
plus-restrictor phrase must combine with an expressioh it expression of the right
sort —i.e., an expression whose label marks it as a potextiainal/scope-argument of a
determiner phrase (see also Higginbotham and May (198 by that in (63),

(63) VP
DP V’
Jo‘hn V/\DP
Sf‘iW /\COW

every

cow can be read as the internal argumenewéry but everyhas no external argument.
So if SEM that includegveryis executable only if this (asymmetric) determiner has an
external argument, then (63) is not an executable SEM. I (64

(64) VP

DP \%A

/\ N
Every cow V DP

saw John

one might think thasaw Johncan be interpreted as the external argumeravefry Ini-
tially, this makes it tempting to think that displacemenind required in such cases. But
one must not forget the event variable. In (64), the VP-mdkevery cowis marked as
the external argument saw, and that is presumably part of the explanation for why the
cows are represented as experiencers of events of seeing 3otsaw Johncannot be
interpreted as the external argumentewtry unless a single generable SEM can be an
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ambiguous instruction that gets executed in more than oryeinvethe construction of a
single thought® Put another way, (64) is not an expression/instruction ratks saw
Johnas the external argument e¥ery This is unsurprising ifaw meis an instruction
to build a concept of events. Soefrery cowneeds to combine with a more sentential
instruction — to build a T-concept, or a concept of truth ealu therevery conmust dis-
place. And if the raised DP combines (i.e., internally mejgdth a phrase headed by any
functional element F, with the higher DP in a “specifier” gimsi of F, then the resulting
expression will still not be labeled as one in whikeryhas an external argument.

By contrast, suppose thaveryreprojects, yielding the structure shown in (65);

(65) DP/IP

D’ IP

P /\
Every cow
I VP
/\VP
evepreew

saw John

where for simplicity, the index is shown on the determingrtsernal argument, suggesting
that the indexed variable is restricted to the cows. Theisldaat in (65), the IP is marked
as the external argument efery®!

Our suggestion is not that in (66QUERY is itself a quantifier taking the CP as its
external argument.

(66) QP/CP

Q CP
/\
who QUERY C, IP

d‘id m
Jay whe

But one can, if one likes, think aGUERY as an element that can combine with an indexed
whword to form a constituent that combines with CP to form aegrted instruction for
how to build a concept as follows: execute CP, thereby olstgia T-concept that is ready
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for manipulation; abstract on the indexed variable; angare resulting monadic concept
for use in querying.

Our “mood-as-instruction” conception of questions retamportant aspects of an ac-
count that can at first seem very different. Following Karén (1977), many authors
have argued that question words are — or at least are tigsglycaated with — existential
quantifiers. For a recent interesting argument, involviatadrom acquisition, see Crain
et al. (2009), though Caponigro (2003) argues against tbig \In at least one sense, and
perhaps two, we agree. For on our account, a raigedxpression combines with an in-
struction to form a T-concept. With regard to (59), a conadvents of Jay seeing(1)
is used to build a concept that applies to x iff there was atleae such event; as noted in
section two, T-closure has the effect of existentially rigsa variable. More importantly,
we take a raised/h-expression to be an instruction existentially quantifgio&ssignment
variants, so that executing the CP is a way of building a cohitet applies to x iff there
was an event of Jay seeing X.

Recent proposals have suggested Wiatvords are semantically deficient in the sense
thatwh-words in all languages have only a focus-semantic valudfaatdheir normal se-
mantic value is undefined Beck (2006), Cable (2010). Thiklgian interesting account
of so-called “LF’- or “Focus-intervention effects” acrogarious languages, and it pro-
vides a rationale for whywh-words are focused in so many I-languages. Rizzi (1997) has
also clearly demonstrated that there is a close syntadtitarship betweemvh-phrases
and focus (see also Biring (1997) and Schwarzschild (1998 examples in (67)-(68)
(Rizzi 1997: 298) show that a focalized constituent and &eriogative constituent are
incompatible.

(67) *Achi IL PREMIONOBEL dovrebberadare?
to whomtheprize nobel should.theyive
‘To whom THE NOBEL PRIZE should they give?’

(68) *IL PREMIONOBEL a chi  dovrebbo dare?
the nobel prize towhomshould.theygive
‘THE NOBEL PRIZE to whom should they give?’

Rizzi takes the complementary distribution to suggestihgphrases and focused phrases
move to the same projection in the left periphery.

Relatedly, Hagstrom (1998), Yatsushiro (2001), Kratzet Shimoyama (2002) and
Beck (2006) have argued that Q-particles are operatorssetsr Drawing on Hagstrom,
Cable (2010) suggests that Q-particles are actually Vasadver choice functions; while
on Hagstrom’s theory, Q-particles are existential quaarsfover choice function variables.
But from an E-perspective, choice functions are intimatelgted to existential quantifi-
cation over assignment variants; and we assume that (omaisyaew) it takes work to
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turn talk of operators and choice functions into specificppsals about the procedures
that generate SEMs and the procedures that use SEMs to benlthhnepresentations. So
far from being at odds with existential treatmentsadfexpressions, our proposal can be
viewed as a way of encoding (via Cable’s syntax) an insigdttriiotivates such treatments.

In this context, it is worth noting that cross-linguistilgathe interrogation particle is
often the disjunction marker; see Kuroda (1965) and Jayas€2001, 2008). Consider
the example below, from Japanese.

(69) John-ka&Bill-ga  hon-o kat-ta.
John-orBill-NOM books-ACCbought-PAST
‘John or Bill bought books.” (Kuroda 1965: 85)

(70) John-ga hon-o kat-ta-ka?
John-NOMbooks-ACCbuy-PAST-Q
‘Did John buy books?’ (Kuroda 1965: 87)

As Jayaseelan (2008: 4) stresses, this invites an integesgtiestion:

If the question particle is a device of clausal typing, astamdardly
assumed since Cheng (1991), any marker should be able thiill t
function. Then why is it that in so many languages - with a lagty
that is far greater than by chance - the question particllsesthe dis-
junction marker?

Jayaseelan’s own proposal is that “a disjunction that takeariable as its comple-
ment is interpreted as infinite disjunction. This is the niegiof an existential quantifier”
(Jayaseelan 2001: 75). Our account captures this idea ainigevh-extraction as in-
struction to existentially quantify over assignment vats thereby accommodating the
existential property.

3.3 Yes/neinterrogatives

If one takes interrogatives to be devices for denoting dgtsapositions, then it is natural
to start withyes/neinterrogatives. For as noted in section omgxinterrogatives imme-
diately raise questions about which propositions are inr¢he/ant sets. By contrast, we
have stressed the parallel betweeminterrogatives and relative clauses. So if our pro-
posal applies straightforwardly to (71),

(71) Did Jay see Kay?

that is a point in our favor.
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Again, we assume that English has a coyet/neoperator that other languages ex-
press overtly, as in the Malayalam example (72).

(72) Johnwannu-(w)oo?
Johncame-or
‘Did John come?’ (Jayaseelan 2001: 67)

More specifically, consider the syntactic representatiof7 8) 32

(73) QP
/\
Q CP
|
QUERY

IP
a5
Jay P
I vP
- /\

\Y; VP
| T
see Kay

If the IP is an instruction for how to build a T-concept, thém tQP can simply be an
instruction to execute the IP and prepare the resultingnept for use in querying. The
relevant query can still concern which things fall underaeeembled: all or none? In this
senseyes/nequeries are likevh-queries. Though for ges/nequery, one can equally well
ask if at least one thing falls under the assembled T-condeptis senseyes/nequeries
are special cases ofhrqueries, with the relation to existential quantificatiore® more
obvious.

Given the absence of amyh-word in (73), there is no need for appeal to quantification
over sequence variants. Correlatively, there is no needgpeal to reprojection. From
this perspective, the need for reprojection — however eedodarises wheQUERY is
combined with an abstraction instruction. And this suggasbther sense in whigles/ne
queries are special cases, as opposed to paradigmatictikasskould shape our general
conception of interrogatives. Any T-concept, by virtuetsfform, applies to all or none;
and such a concept can be used, given suitable preparatiask ta binary question. But
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to ask a more refined (nonbinary) question, one needs a comtese form makes it
possible for the concept to apply to some but not all thinfsuth a concept is formed
by abstraction on a T-concept, then preparation for qugrigpresumably delayed until
after the abstraction operation has been performed. Swatéstthe only role for appeal to
reprojection in our account avh-interrogatives, we can avoid such appeal in our account
of yes/neinterrogatives. But it does not follow that the latter acenehow semantically
basic.

So while it can initially seem attractive to say that eaclerirdgative denotes a trivial
set of answers, thus making it tempting to say thges/neinterrogative denotes a less
trivial set, we think it is better (all things considered)tteat all interrogatives as instruc-
tions for how to assemble a concept and prepare it for us&kingwhich things fall under
the concept. This reflects our suspicion that the paralletisden interrogatives and rela-
tive clauses run deep, witfes/neinterrogatives being especially simple cases that do not
make the parallel obvious.

3.4 Adjunct interrogatives

Often, the semantics for adjunct interrogatives has seasgeecially difficult® But given
an event semantics that associates grammatical arguméhtghematic concepts, both
arguments and adjuncts correspond to conjuncts of asséminheepts. And this suggests
a relatively simple theory of adjunct interrogatives lik&).

(74) Why/how/when did Jay see Kay?

In a language like Tlingit, we see that Q-particles are oakxt in adjunct interrogatives
(75).

(75) Waasash tudinookwl éesh?
how Q he.feelsyour father
‘How is your father feeling?’ (Cable 2010: 3)

We assume, therefore, that (74) has the reprojected steustiown in (76%
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(76) QP/CP

Q CP
/\
why QUERY CQ/\IP
|
did ;
Jay /\
| vP
\ /\
e Ry P

)

To a first approximation, the VP in (76) is an instruction fawhto build a concept
of Jay-saw-Kay events that had a further featurét) was a cause/manner/time of their
occurrence. Creating the corresponding T-concept, anddhbstracting on the variable,
yields a concept of causes/manners/times of Jay-saw-Kayp&vSuch a concept can then
be prepared for a use of asking what falls under the concepbeTsure, pragmatics will
play a role with regard to what a satisfactory answer reguifegiven event of Jay seeing
Kay might have many causes; and there might have been mayesedls, at different
times, each done in a different manner. But likewise, if aakpe asks who Jay saw,
pragmatics will play a role with regard to what a satisfagtanswer requires. Jay may
have seen many people, the vast majority of whom are irretdoahe speakerguestion
which is not to be confused with the interrogative SEM use@gssemble the concept
with which the question is asked. Our aim is not to provide eotli of how speakers
use concepts in contexts to ask questions that might welldxbetad with partitions; cp.
Higginbotham and May (1981), Higginbotham (1993). Our aas been to say how SEMs
can be generated and used as instructions to build condeptsan then be used in many
ways. And for these purposes, adjunct-interrogatives posspecial difficulties, given an
“eventish” semantics of the sort adopted here.
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3.5 Multiple wh-interrogatives

One might, however, think that multiph-interrogatives do pose a special difficulty.
Examples like (77) have been important in linguistic thesince Baker (1970) and Kuno
and Robinson (1972).

(77) Who saw what?

And it may be that such examples present special complitabm any account ofrh
expressions. But we do not think they tell against our prapalsout the syntax/semantics
interface.

Initially, one might imagine the syntactic structure in 78

(78) QP
Q CP
/\
who QUERY CQ/\IP

chase what QUERY

But given well-known syntactic argumentghatneeds to move; see Lasnik and Uriagereka
(1988: 102-104), building on Huang (1982), for a clear sumym&hile this movement is
not triggered by a type/label mismatch—at least not of theikkastrated by displacement
of quantifiers—the familiar idea is thatrmovement corresponds to creation of a variable.
As noted abovewh-expressions seem to be semantically bleached in a wayrthitds a
pure existential or free choice analysis. Certainlgatdiffers fromher, in that the former
cannot support a deictic interpretation. So let’s suppbagithatdoes indeed raise, as in
(79),
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(79) QP/CP

/\

o
/\ /\
who QUERY

Q /\

/\
what QUERY d|d
who A
| VP
|
did V'
wheo  ~__
\Y; QP
| |
see what

with the following result: the embedded CP, formed by inédisnmerging [whatQUERY]
with a C’, is an instruction for how to build a concept of theguch thaty(who) sawsome-
thing; but this CP remains labeled as such, allowing for subsedotarnal merger with
[who QUERY]. That is, only the topmoSpUERY reprojects, and only oneh-expression
per cycle triggers genuine abstraction. On this view, th&im@P/CP is an instruction
for how to build a concept of things who sawmethingand then prepare this concept for
use in querying.

This does not yet predict a pair-list reading for (77). Indigeraises the question of
why (77) differs in meaning from (80).

(80) Who saw something?

But we take it that answers to (80) — e.g., “Jay saw somethirageé at least partial answers
to (77). And we note that a relative clause like (81)

(81) ...studentwho saw what

does not have an interpretation according to which it dbssrpairs <x, y> such x is a
student and x saw y. Moreover, a declarative like (82) cpoads to an interrogative like
(83),

(82) Jay gave Kay a dollar yesterday.
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(83) Who gave who what (and) when?

suggesting the possibility of “n-tuple list” interpretais. We see no reason for thinking
that such interpretations can be generated directly by ¢ihe iecursive operations that
characterize I-languages. So we suspect an interactiovebata concept witbnefree
variable and pragmatic processing, prompted by occurssnfd®-constituents that diabt
direct preparation of a concept for querying at the initiérface.

If (77) directs construction of a concept of things who somethingbut the existen-
tial is still somehow associated with an unexecuted ocogg®fQUERY, then answers
like “Jay saw something” might well feel incomplete, comgamith answers like “Jay
saw a/the turnip”. Put another way, once a concept of thosesatv something is formed
and prepared for use in querying, it might be used (in contlmnavith other cognitive ca-
pacities) to pose two questions: who falls under that conesyl for whoever falls under
it, what did they did see? So far as we know, any account ofipielvh-interrogatives
will require some such appeal to cognitive apparatus thes geyond basic I-operations,
in order to accommodate the phenomenon of “n-tuple lis&notetations. If this is cor-
rect, then theorists may as well retain a simple semantmsrding to which (77) and (80)
need not direct construction of different concepts. Foséhexpressions differ manifestly
in ways that can affect subsequent use of the concept coteti

Since May (1977) and Higginbotham and May (1981), much &tierhas been de-
voted to interrogatives that also have “regular” quansfias in (84).

(84) Who said everything?

While it is often said that (84) is ambiguous, our own viewhatt(84) is — like its relative
clause counterpart — a univocal instruction for how to bailcbncept that applies to indi-
viduals who said everything. The complication is théibis number neutral, as illustrated
in (85) and (86);

(85) ...studentwho said everything that needed to be said
(86) ...students who said everything that needed to be said

where (86) has not only a distributive reading, but also &ectiVe reading according to
which it (directs construction of a concept that) appliesdame students if thetpgether
said every relevant thing. So one might answer (84) by fistiome people who together
said everything, or some people each of whom said everythiagl if each thing got
said, it got said by one or more people. But it does not follbat {84) is structurally
homophonous, with one reading whenerythingtakes scope ovarho. On the contrary,
absent compelling reasons to the contrary, we assume #&QMICP position to which
[who QUERY] raises must be higher the position occupied by a regulanttffyghat was
initially the internal argument of a verb.
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Finally, we note in passing that all the issues raised heréeaaised again with regard
to embedded interrogatives, as in (87 - 90).

(87) ...asked/wondered/knows whether/if Jay saw Kay
(88) ...asked/wondered/knows who Jay saw

(89) ...knows/asked/wondered who saw what

(90) ...knows/asked/wondered who said everything

A thorough treatment that accommodates the relevant iesief verbs and clausal com-
plements is well beyond the scope of this paper; see, e.iri(2002) for discussion. But
on our view, (matrix) interrogative mood is an instructian fiow to prepare a concept for
use in querying, regardless of what speech act is actuatignmpeed with that concept. And
if interrogative sentences are (perhaps reprojected) €3 verbs likeask/wonder/know
—words that are themselves instructions to fetch concédptstions/states that have inten-
tional “contents” (see Pietroski (2005a)) — can presumédite QP complements. From
the perspective urged here, a SEM can be an instruction fertbduild a concept of
askings whose content is (given by) an interrogatively areg T-concept, or an inter-
rogatively prepared concept of things Jay saw. This requareonception of speech-
acts/mental-states whose contents are (given by) conagigposed to propositions. But
if I-language sentences are not bound to truth values, mesh propositions, we need
no reason to insist that verbs liksk/wonder/knovietch concepts of actions/states whose
contents must be propositional.

4 Conclusion

Interrogatives present a wide range of challenges to sioitats and semanticists. We
have argued that adopting an I-language perspective feattsntion on certain theoretical
questions and raises others. If one sets aside talk of taltles and communication, one
cannot assume that the meaning of an interrogative is thef gdssibly true) answers to
the question at hand, and that a theory of meaning shouldirbe®/ such sets are compo-
sitionally determined by interrogative expressions. BRative argue, I-languages generate
semantic instructions (SEMs) for how to assemble conceqptpeepare them for various
uses. In particular, an interrogative SEM can be used tal lauil-concept and prepare it
for use in querying — perhaps with an intervening step ofrab8hg on some variable in
the T-concept, as with relative clauses. In offering a syattad semantics that conspire
to yield these results, we have posited@ERY element for English, as well as languages
that have overt question particles. And we have argued himetement, together with an
operation of reprojection in the left periphery, servesresruction for how to prepare a
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concept for use in asking what falls under that concept. @wvibw, the relation between
mood and force is still pragmatically inflected. But inteyatives are indeed apt for the
use of asking questions, as opposed to being devices thatedgmestions. We have illus-
trated how this proposal appliesyes/neinterrogatives, argument/adjunct-interrogatives,
and multiplewh-interrogatives.

We have also emphasized some implications of our propos#iiéaole of edges. We
have argued that the left edge provides an instruction far tsoassemble and prepare a
concept for use, e.g., in querying. Edges can be viewed asrgeninstructions, and not
primarily as escape hatches, as on other approaches. Igeiiig, edges are not distinct
from non-edges, though the “mode” of their semantic insioms turns out to be somewhat
different, if the present paper is on the right track withanebto the "duality” of semantic
instructions.

Many other questions remain unanswered. In particular,ave bffered only hints of
how quantifierswh-elementsQUERY, and interrogative verbs likeonderinteract. More-
over, by setting aside issues communication, we have biedkeany empirical puzzles
concerning the pragmatics of querying. In this sense, we faaused on a small subset
of the issues that have animated the study of interrogatite€ompensation, we have
emphasized the importance of considering both syntax amdstcs in tandem. This is
because we think the simplest overall account will positxgression-generating proce-
dure that employs its elementary operations to generatesStikt may exhibit a little
more structure than the SEMs that would be required givererpowerful semantic op-
erations. In comparing theories of I-languages, simplioft operations — and not just
generated structures — counts for a lot.
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Notes

1Thanks to audiences at Harvard University and the CenténéoBtudy of Mind in Nature at the Univer-
sity of Oslo, and to Cedric Boeckx, Hiroki Narita, Massimat&lli-Palmarini, Barry Schein, an anonymous
reviewer, the editors, and especially Norbert Hornsteipfoviding useful feedback on the present ideas.

2Question marks indicate characteristic interrogativeriation. The absence of final punctuation in (6)-
(8) indicates the non-sentential status of these claugeshware superficially like the embeddett-clauses
in (10). For simplicity, we set aside “echo-questions” liley saw Kay?andJay saw who;?which also
involve focus of some kind. See Bolinger (1987) and esplgchatstein (2002) for discussion, in addition
to the canonical references on questions given below in tia taxt.

3Correlatively, one can introduce a notion of semantic véhae is geared to what speakers carwith
expressions, and then speak of propositions/questionseaseimantic values of declarative/interrogative
sentences.

4While grammatical moods are correlated with certain kinfdspeech act force (cp. Austin (1962)), we
assume that “[...] mood is a matter of meaning, whereas israstrictly pragmatic affair’ (McGinn 1977:
304). In suitable contexts, one can use declaratives te msmmands, interrogatives to make assertions, etc.
So on the view urged below, moods are not instructions for tvouse (or represent the use of) expressions.
Rather, moods direct processes that make sentential dsreeplable for certain uses.

5Cp. Chomsky (2000b), Pietroski (2005b). In terms of Marr§2)s levels of explanation, positing
denotations can be useful in specifying a computable fanctihereby raising the question of how that
function is computed. But part of the answer may be that timetfan initially described is computed
in stages, perhaps starting with a “primal sketch” that egrs input to subsequent computations with a
different character.

6\We follow the standard convention of usis§IALL CAPS for concepts.

"Here and throughout, we takevD to be a concept that can combine with two monadic concepts to
form a third. Making adicities explicit, the familiar idesithatcow( ) can combine with a singular concept
like BESSIEto form a complete thought; a concept liksovE(, ) can combine with two singular concepts;
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andsATISFIEY , ) can combine with (i) a concept of an expression that mayaio a variable and (ii) a
concept of an assignment of values to variables. Given aggié biconditionality — and a capacity to form
assignment-relative singular concepts like/jAfvhich applies to whatever A assignsue- speakers could
form complex concepts like those indicated below:

(@) IFF[SATISFIE]A, “cow”:V), COW(A[V]);

(b) IFF[SATISFIE]A, “brown”:v), BROWN(A[V])];

(c) IFF[SATISFIE]A, “brown cow”v), AND[SATISFIE]JA, “cow™V), SATISFIEJA, “brown":v)]]; and
(d) IFF[SATISFIE]A, “brown cow”v), AND[COW(A[V], BROWN(A[V])]];

where the first two biconditionals encode (hypothesizepgets of lexical knowledge, the third encodes an
aspect of compositional knowledge, and the fourth encodiesigable conclusion.

8Complex expressions of Frege (1892)’s invented languagebeaviewed as instructions for how to
create ideal concepts that are always formed by means afi@sag operation that accommodates concepts
of (endlessly) higher types; see Horty (2007) for usefutaésion of Frege on definition. But obviously,
there is no guarantee that human I-languages can invokeasuaperation; see Pietroski (2010, 2011).

Recall that Davidson (1967a,b) and Montague (1974) did mesent their claims as psychological
hypotheses about human I-languages; cf. Higginbothamg)12&rson and Segal (1995), and Heim and
Kratzer (1998). The conjecture that there are Tarski-shgeries of truth for such languages, and that such
theories can serve as theories of meaning for the I-languthge children acquire, is very bold indeed. It
may be more plausible to say that expressions of an I-laregcag be |-satisfied.

OperhapONE-BY-JAY has a simple decompositiomONE-BY (JAY). But event concepts constructed
via I-language expressions may not have singular conatguespecially if names likday are indexed.
Consider, for example, the complex conc8gt AND[FIRST(X), PERSONCALLED-Jay(X)]DONE-BY (X);
whereFIRST(X) is @ monadic concept that applies to whatever is indexell tvé first index (cp. Pietroski
(2011)). We return to some details concerning variablesaasijnments of values.

while no T-concept is a concept of a truth value, each moramticeptc has two T-closures ¢ and
Jc —that in turn have T-closures that exhibit the Boolean stmecrequired for classical truth tables. For
any such conceqat and entity x;11c applies to x iff|.| Cc does; each of these doubly-closed concepts applies
to x iff 1C applies to x —i.e., ific applies to something. Likewis¢, c applies to x iff|1C does, since each
of these concepts applies to x Jf€ does —i.e., iffc applies to nothing. Note also théaND[C, C'] applies
to x iff something falls under the concepiiD[C, C'], which applies to x iff x falls under botlt andc'.

But AND[TC, 1C’] applies to x iff (x is such that) something falls undeland something falls undec. So
TAND[BROWN, COW] is a more restrictive concept thamD[1BROWN, TCOW].

12see Partee (2006) for related discussion. Perhaps themgafieal motivation for this typology lies
with facts that invite appeal to (instructions to fetch cepis of) higher types like < <e, t>, <e,t>,t> >. But if
so, that is worth knowing. For at least in many cases, thade tan be accommodated without such appeal
(and the consequent threat of overgeneration); see Rief&ixl 1).

BFor Hamblin and Karttunen, propositions are individuatedghly as sentences are, and hence more
finely than sets of possible states of the represented wbhld.is not the case for Groenendijk and Stokhof
where questions refer to alternative states of the worlcinkh to Barry Schein (personal communication)
for reminding us of this difference.

f a question is a set like (12) or (14), then by representingpsa set, one thereby represents a question.
One can stipulate that interrogatives present questiogigdnial way. But then one wants to know what this
“way” is, and whether the facts can be accommodated just ddwappealing to an equally interrogative
way of presenting ordinary entities.
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5This is a modern implementation of ideas going back to Ro8%Q), Lewis (1970) and Lakoff (1972).
Chomsky (2004) refers to it as the “duality of semantics’sthgand a lot of recent work in the cartographic
tradition has sought to map out the fine details of the lefiphery of the clause, cf. Rizzi (1997), Cinque
(1999).

1%The notion of a “query” has also been used by Ginzburg (19996}, but in a very different sense. For
Ginzburg, a “query” is ‘a move per (conversational) turn’.

17See, among many others, Searle (1965, 1969), Bach and H##:$82) and Portner (2007) for more
on philosophical and linguistic aspects of speech acts.

18Cf, Baker (1988), Dowty (1991), Pesetsky (1995), Pylkk&(2808).

9From this perspective, one can view a matrix sentence apatite instruction: a “lower” portion that
directs construction of a concept of events/states of sant & “middle” portion that directs construction
of a T-concept; and an “upper” portion that directs a morec#joetailoring of the assembled concept to
the demands of specific interfacing systems that are oftseritbed abstractly in terms of propositions. In
expressions that involve quantifier raising, the middletiparmay be an instruction for how to construct a
series of increasing complex T-concepts; see Pietroskil(R0

2OMINDIF (A, a, V') is our way of writing A 5, «; A differs from o at most with respect to what A assigns
tov'.

21For if MinDIif( A, a, V'), thenA(v”) = a(v”). And if MinDIif( A, o, v*), thenA(V') = a(V').

22Though cp. Kobele (2006) on representations of sequenckfsiaations.

231t should be noted that in declarative sentences the Qepaxiccurs withwh-words functioning as
indefinites. This is illustrated in (i).

() Ya x'ux akwgwatéowaadoochsa?
this book will.read WhOERGQ
'People will read this book.” (Cable 2010: 24)

24Such a particle may also be present in sentences like “th@opelay saw”, generalizing from “the
person who Jay saw”.

25Lohndal (In progress: chapter 3) reviews a range of factstéiian favor of thematic separated logical
forms, and offers a corresponding syntax outlined here.

26This structure has been slightly simplified for present psgs.

2"In sentences like (i), the Péh the tablecannot be the complement of the verb.

(i) She putthe food on the table.

The reason is that the PP will then be spelled out togethér thé verb, which will not yield the PP as
a separate conjunct in logical form. For the latter to happerthe tableeither has to be an adjunct or a
specifier of a functional projection that is merged abovesdre. See Bowers (2010) for extensive empirical
arguments that the latter analysis is the most viable onghwkquires the verb to move in order to obtain
the correct linear order (see already Larson (1988), Chgifi®95), Koizumi (1995)).

28 There are obviously a range of syntactic consequences pféisent proposal. The reader may think of
obvious challenges, involving basic caseswfmovement, cases of VP-fronting and serial verb construc-
tions. These can all be analyzed within the present synsalxphndal (In progress) demonstrates.

29We adopt the standard idealization that intermediate $ratdisplacement are interpretively inert, and
so we focus exclusively on the “head” and “tail” of the “chigiof. Chomsky (1995), Fox (2002).

300ne can posit this more complicated mapping from SEMs to episc cf. Steedman (1996), Jacobson
(1999). But from an I-language perspective, this is a reat,ceven if one can respond to overgeneration
concerns by positing further constraints that excludetestgd interpretations.
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31Donati (2006) offers a similar argument for reprojectionttie context of Italian free relatives. Barring
additional assumptions (like a Chain Uniformity Conditiaf. Chomsky (1995)), there is nothing that
prohibits this reprojection. Our aim here is not provide arstructionist” semantics of quantification. But
an obvious thought (see Pietroski (2011)) is that the efifPeis instruction for how to build a complex
concept that applies to some ordered pairs <x, y> iff: evatye of “y” is value of “x” (i.e., every internal
is an external); the values of “y” are the cows (i.e., the ptité values of the restricted variable); and each
value of “x” is such that John saw it (i.e., each such valuetsg® condition imposed by concept obtained
by executing the IP). Some ordered pairs meet these conslificJohn saw every cow.

32Cable (2010: 214, fn. 21) argues thats/neinterrogatives have a separate particle that may or may
not be homophonous with theh-question Q-particle. Though for Tlingit, he is skeptidaat this is a true
Q-particle (Seth Cable, personal communication). In asg cave won'’t assume that English has a separate
Q-particle foryes/nequestions. But one can supplement our syntax/semantosdingly.

33For example, Hintikka and Halonen (1995: 637) say, “The thed [...] “normal” wh-questions is
by this time firmly under control, unlike that efhy-questions, and the explanation of this discrepancy is
thought to lie in the complexity of the semanticsdfy-questions”.

34Chametzky (1996) argues that adjuncts are label-less, amdwe some sympathy with his leading ideas
in this respect; see Hornstein and Pietroski (2009). ThasgHornstein and Nunes (2008) argue, one can
preserve Chametzky’s insights, while allowing that adfarman be optionally labeled, cp. Hunter (2011).
For present purposes, however, it does not matter if thenatlfhat combines witlQUERY is labeled. For
simplicity, we also abstract away from differences contgritocation ofwhyas opposed to other adjuncts,
see Rizzi (2001), Thornton (2008) for discussion.

35There are various syntactic issues that we will not address. fOne concerns the difference between
languages that have multipleh fronting and languages that do not; see Bos&q2i002) and Stoyanova
(2008) for recent analyses. We are assuming that the lofgioal does not change depending on whether
there is phonological multiplesh fronting or not.
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