Large eddy simulation of flame extinction in a turbulent line fire exposed to air-nitrogen co-flow
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A B S T R A C T

The general objective of this project is to support the development and validation of large eddy simulation (LES) models used to simulate the response of fires to the activation of suppression systems. The focus here is on suppression by gaseous agents. The present experimental configuration is a two-dimensional, plane, buoyancy-driven, methane-fueled, turbulent diffusion flame with a controlled co-flow. The co-flow is an air-nitrogen mixture with variable oxygen dilution conditions, including conditions that lead to full flame extinction. Experimental measurements include the global combustion efficiency and global radiative loss fraction. The numerical simulations are performed with a LES-based fire model developed by FM Global and called FireFOAM. In this study, FireFOAM is modified to include a flame extinction model based on the concept of a critical flame Damköhler number and a flame reignition model based on the concept of a critical gas temperature. The numerical simulations are found to successfully reproduce the rapid change that is observed experimentally when exposing the flame to a co-flow with decreasing oxygen strength: the change corresponds to an abrupt transition from a strong flame with a global combustion efficiency close to one to a residual flame with a global combustion efficiency close to zero.

1. Introduction

Computational fluid dynamics (CFD) modeling has emerged over the past two decades as a powerful tool for both research-level and engineering-level projects in the area of fire safety. One of the main technical challenges found in a CFD treatment of compartment fires is the description of partial or total flame extinction, as may occur in under-ventilated fire configurations or in configurations in which a fire suppression system is activated (e.g., systems based on the injection of inert gas or injection of a water spray). This challenge is particularly difficult because flame extinction corresponds to phenomena in which the effects of finite-rate combustion chemistry become a dominant factor: turbulent combustion models used in fire applications typically ignore combustion chemistry (they assume that the rate of combustion is determined by the turbulent rate of fuel-air mixing) and are therefore ill-prepared to simulate flame extinction phenomena.

Available models used to describe flame extinction in fire problems are based on the concepts of a critical flame temperature [1,2] or a critical flame Damköhler number [3–7]. Models based on the concept of a critical flame temperature choose to ignore the importance of chemical time scales and are not consistent with known laminar flame phenomenology [8]. Models based on the concept of a critical flame Damköhler number explicitly or implicitly account for at least one chemical time scale, are consistent with known laminar flame phenomenology, and therefore may be expected to be more accurate [8]. The occurrence of flame extinction is also followed by that of reignition and the modeling of under-ventilated fires or fire suppression requires both an extinction model and a reignition model [4], a difficulty that is generally overlooked in the fire modeling literature.

The objective of the present study is to evaluate the performance of current CFD-based fire models in their treatment of flame extinction and reignition. The study considers an experimental configuration developed at the University of Maryland (UMD) [9,10] and corresponding to a buoyant, turbulent, methane-fueled line fire exposed to air-nitrogen mixtures of variable oxygen strength. The numerical solver is a large eddy simulation (LES) solver developed by FM Global and called FireFOAM [11]. The present study is a continuation of previous work [4]: the extinction/reignition models in Ref. [4] were first formulated using the concept of mixture fraction; these models were then applied to the case of reduced-scale compartment fires with extinction resulting from under-ventilation. The extinction/reignition models in the present study have been re-formulated to a more general framework that does not use mixture fraction; these models are now applied to the UMD line fire experiment characterized by well-
controlled experimental conditions and a more elaborate instrumentation.

In the following, the experimental configuration is described in Section 2.1; the numerical solver, including a description of the new flame extinction and reignition models, in Section 2.2; and the numerical configuration in Section 2.4. Results on the simulated flame structure are presented in Section 3.1; on grid convergence in Section 3.2; on angular space discretization in Section 3.3; and on flame radiative emissions in Section 3.4. Numerical results are compared to experimental data in Sections 3.5 and 3.6. Section 3.5 uses preliminary experimental data on local variations of temperature and oxygen mole-fraction. Section 3.6 uses recently obtained experimental data on global combustion efficiency.

2. Experimental configuration, numerical solver and numerical configuration

2.1. Experimental configuration

The configuration adopted in the present study corresponds to a buoyant, turbulent, methane-fueled diffusion flame with a controlled co-flowing oxidizer [9,10]. Flames are stabilized above a 5-cm-wide by 50-cm-long slot burner surrounded by a 15-cm-wide by 60-cm-long plate of ceramic fiberboard and further surrounded by a 50-cm-wide by 75-cm-long oxidizer co-flow (see Fig. 1). The plate adds a horizontal component to the flow motion near the flame base and was introduced in previous work with the intent to promote faster transition to fully-turbulent flow conditions [9]. The methane velocity is 6.0 cm/s, corresponding to a mass flow rate of 1.0 g/s, and a nominal total heat release rate of 50 kW for the unsuppressed flame.

In the baseline unsuppressed flame configuration, the oxidizer co-flow is made of pure air; the air velocity is 20.0 cm/s, corresponding to a mass flow rate of 68.5 g/s or approximately four times the stoichiometric requirement of the methane flow. Note that this flow rate is too low to supply all of the gas entrained by the flame and that while the base of the flame is exclusively exposed to the co-flow, the tip region of the flame is exposed to entrained air from the open ambient. While an undesirable feature, numerical tests suggest that this effect remains limited and that the heat release rate associated with the uncontrolled entrained ambient air corresponds to less than 5% of the total heat release rate of the flame [12].

In suppressed flame configurations, the air flow rate remains fixed and nitrogen is added to the co-flow with a mass flow rate between 0–60 g/s; the oxygen mole-fraction in the co-flow, noted \( X_{O_2} \), varies between 21% and 11%. Note that a discrepancy between the numerical and experimental configurations was recently discovered: the numerical configuration follows the protocol described above in which the air mass flow rate is fixed while the nitrogen and total (air plus nitrogen) mass flow rates are variable; in contrast, the experimental configuration follows a slightly different protocol in which both the air and nitrogen mass flow rates are variable while the total mass flow rate is fixed (and equal to 85 g/s). Recent numerical tests suggest that this discrepancy negligibly affects the presently reported results.

An additional small co-flow stream of pure oxygen, called the oxygen anchor, is introduced along the length of the burner to strengthen the base of the flame and oppose liftoff extinction [9]. The velocity of the oxygen anchor is 1.2 cm/s, corresponding to a mass flow rate of 0.08 g/s, and a nominal anchor-limited total heat release rate of 1 kW or 2% of the size of the unsuppressed flame.

Flame suppression is characterized through a variety of diagnostics including measurements of the global combustion efficiency using \( CO_2 \) generation and \( O_2 \) consumption calorimetry [10], measurements of the global radiative loss fraction using a heat flux transducer combined with time-resolved infrared camera imaging and a multipoint radiation source model [9], measurements of local gas temperature using exposed-junction, 1.0 mm bead-diameter K-type thermocouple probes (uncertainty \( \pm 2 \) K; response time \( \sim 3 \) s) and measurements of local oxygen mole-fraction using a sampling probe connected to a Servomex 540E paramagnetic oxygen-analyzer (uncertainty \( \pm 1250 \) ppm; response time \( \sim 5 \) s) [9]. For calorimetry measurements, combustion products are collected in an exhaust duct, where a gas sampling system provides measurement of the mole-fractions of \( O_2 \), \( CO_2 \), \( CO \) and \( H_2O \). From these measurements, the global heat release rate (\( \pm 1.5 \) kW) is derived via mass conservation analysis (for a detailed description of this measurement, the reader is referred to Ref. [10]). Combustion efficiency (\( \pm 3 \)% is determined by dividing the calorimetry-derived heat release rate by the nominal total heat release rate of the flame (50 kW), defined as the product of the measured fuel mass flow rate times the theoretical heat of combustion. The combustion efficiency is a function of the oxygen mole-fraction in the co-flow. Global flame extinction is observed at \( X_{O_2,ext} = 12.2\% \pm 0.2\% \).

2.2. Numerical solver

FireFOAM [11,13,14] is based on OpenFOAM [15], an open-source general-purpose CFD software package. FireFOAM is an object-oriented, C++ based, second-order accurate, finite volume solver with implicit time integration; PISO and SIMPLE types of solution procedures are used to couple sequentially-solved equations; the solver features advanced meshing capabilities (the mesh geometry is a structured or unstructured polyhedral mesh); it also features a massively parallel computing capability using Message Passing Interface (MPI) protocols.

FireFOAM uses a Favre-filtered compressible-flow LES formulation and provides a choice between several modeling options for the treatment of turbulence, combustion, and thermal radiation. In the present study, subgrid-scale (SGS) turbulence is described using the one-equation eddy viscosity model (a model based on solving a transport equation for SGS turbulent kinetic energy or TKE) [16]. Combustion is described using the classical concept of a global
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Fig. 1. (a) Diagram of experimental facility. (b) Top-view of burner/co-flow outlet. Reproduced from [9].
combustion equation combined with the eddy dissipation concept (EDC) model [17]. Thermal radiation is described by solving the radiative transfer equation (RTE). Radiative properties are treated as spectrally-averaged quantities and a grey medium is assumed. In FireFOAM, the RTE is solved using a finite volume implementation of the discrete ordinate method (DOM) [18].

In the present study, the description of thermal radiation is further simplified by assuming a non-scattering, non-absorbing, optically-thin medium and using the empirical concept of a user-prescribed global radiative loss fraction, \( \chi_f \). For each simulation, \( \chi_f = f(X_{de}) \) is prescribed from experimental measurements [9]. The assumption of an emitting but non-absorbing medium as well as that of a prescribed radiative loss fraction should be viewed as an intermediate modeling step. Also note that the methane-fueled flames are only weakly sooting and therefore soot is neglected in the present simulations.

2.3. Flame extinction and reignition models

The FireFOAM solver has been recently modified to include a flame extinction model based on the concept of a critical flame Damköhler number and a flame reignition model based on the concept of a critical gas temperature [4,8]. The extinction model was initially formulated using the concept of mixture fraction [4]. However, because mixture fraction becomes complicated in problems with multiple fuels and multiple oxidizer streams (these problems require multiple mixture fraction variables), the model has been re-formulated to a more general framework that does not use mixture fraction.

2.3.1. Modified global combustion scheme

The combustion model in FireFOAM uses a global combustion equation,

\[
\text{CH}_4 + 2 \text{O}_2 \rightarrow \text{CO}_2 + 2 \text{H}_2\text{O}, \quad \text{(GR1)}
\]

which corresponds to a normal combustion step in which fuel (here methane) is oxidized into carbon dioxide and water vapor. When considering extinction, reaction (GR1) is enhanced by two additional steps,

\[
\begin{align*}
\text{(CH}_4)_a + 2 \text{O}_2 &\rightarrow \text{CH}_4 \text{O}_2 + 2 \text{H}_2\text{O}, \quad \text{(GR2)} \\
\text{(CH}_4)_a + 2 \text{O}_2 &\rightarrow \text{CO}_2 + 2 \text{H}_2\text{O}, \quad \text{(GR3)}
\end{align*}
\]

where reaction (GR2) describes flame extinction, treated as a transformation of fresh fuel \( \text{CH}_4 \) into non-burning fuel \( \text{CH}_4^a \), and reaction (GR3) describes reignition, treated as a normal combustion step for \( \text{CH}_4^a \).

The introduction of two distinct combustion steps (GR1) and (GR3) brings flexibility in the model and allows in particular for a separate treatment of extinction and reignition phenomena (see Sections 2.3.2 and 2.3.3 below). This separate treatment was motivated by the modeling objective of avoiding spurious re-ignition of the unburnt fuel downstream of the flame zone (for a detailed discussion of spurious reignition, the reader is referred to Ref. [19]). The list of transported species in the combustion model includes \( \text{CH}_4, \text{CH}_4^a, \text{O}_2, \text{CO}_2 \) and \( \text{H}_2\text{O} \).

The closure expressions for the chemical reaction rates are based on the EDC model [17]:

\[
\begin{align*}
\omega_{\text{GR1}} &= (1 - \text{FEF}) \left( C_{\text{EDC}} \frac{\rho}{\tau_i} \min \left( \frac{\bar{Y}_{\text{CH}_4}}{\bar{Y}_{\text{CH}_4}^i}, \frac{\bar{Y}_{\text{H}_2\text{O}}}{\bar{Y}_{\text{H}_2\text{O}}^i} \right) \right), \\
\omega_{\text{GR2}} &= \text{FEF} \left( C_{\text{EDC}} \frac{\rho}{\tau_i} \min \left( \frac{\bar{Y}_{\text{CH}_4^a}}{\bar{Y}_{\text{CH}_4^a}^i}, \frac{\bar{Y}_{\text{O}_2}}{\bar{Y}_{\text{O}_2}^i} \right) \right), \\
\omega_{\text{GR3}} &= \text{FIF} \left( C_{\text{EDC}} \frac{\rho}{\tau_i} \min \left( \frac{\bar{Y}_{\text{CH}_4^a}}{\bar{Y}_{\text{CH}_4^a}^i}, \frac{\bar{Y}_{\text{O}_2}}{\bar{Y}_{\text{O}_2}^i} \right) \right),
\end{align*}
\]

where FEF and FIF designate flame extinction and reignition factors;

2.3.2. Flame extinction factor FEF

Flame extinction is treated via a critical Damköhler number criterion,

\[
\text{FEF} = 0.5 - 0.5 \tan \left( \frac{\text{Da} - \text{Da}_c}{0.02} \right).
\]

where \( \text{Da} \) is the flame Damköhler number and \( \text{Da}_c \) its critical value at extinction. The flame extinction factor FEF takes values between 0 and 1 and gives a measure of the local probability of flame extinction: FEF=0 if \( \text{Da} \geq \text{Da}_c \) (no extinction) and FEF=1 if \( \text{Da} < \text{Da}_c \) (full extinction). Following previous work in Ref. [8], we use \( \text{Da}_c = 1 \) and write:
$\frac{D\alpha}{Dt} = C \times \exp \left( \frac{I}{\chi_s} \right) - T_s^\text{ad} \chi_s^\text{ad}$, (3)

where $C$ and $T_s^\text{ad}$ are model parameters (to be discussed below), $T_s^\text{st}$ is the flame temperature and $\chi_s^\text{st}$ is the rate of fuel-air mixing. The flame-based quantities $T_s^\text{st}$ and $\chi_s^\text{st}$ are obtained via subgrid-scale models described as follows. (Note that the flame temperature $T_s^\text{st}$ should not be confused with the grid-resolved temperature $T^\text{g}$: $T^\text{g}$ is a mean temperature spatially-averaged over the volume of the cell; in contrast, $T_s^\text{st}$ is the temperature of the reactive layers typically occupying a small volume inside the cell.)

The flame temperature $T_s^\text{st}$ is treated by an approximate model as a weighted average between the adiabatic flame temperature $T_s^\text{ad}$ and the mixing temperature $T_m^\text{st}$ using the deficit enthalpy variable $H_s^\text{st}$ as a weight coefficient:

$T_s^\text{st} = (1 + H_s^\text{st}) T_m^\text{st} - H_s^\text{st} T_s^\text{ad},$ (4)

where $T_m^\text{st}$ is the temperature that would be obtained with pure fuel-air mixing and without combustion (we use $T_m^\text{st} = 293$ K) and $T_s^\text{ad}$ is the temperature that would be obtained with adiabatic combustion (i.e., without radiation losses, convective wall losses, or an evaporating
water spray). In the present study, the adiabatic
flame temperature \( T_{\text{ad}} \) is prescribed using an expression coming from the classical Burke-Schumann solution, \( T_{\text{ad}} = f(Y_{O_2, 2}) \), where \( Y_{O_2, 2} \) is the oxygen mass-fraction in the air-nitrogen co-flow [8].

In Eq. (4), the deficit enthalpy variable \( H_{\text{def}} \) takes values between \((-1)\) and \(0\) and gives a measure of the magnitude of non-adiabatic effects at the flame location: \( H_{\text{def}} = 0 \) under adiabatic burning conditions and \( H_{\text{def}} = -1 \) under suppressed conditions. \( H_{\text{def}} \) is calculated as

\[
H_{\text{def}} = -\left( \frac{\bar{h}_{\text{def}} - \bar{h}_s}{\bar{h}_s^\text{ad} - \bar{h}_s} \right)
\]

(5)
except that the thermal radiation term in air and small values of $\chi_s$ (8) is the volumetric $T$ is the oxygen mass-fraction in air, the volumetric, for the upper and lower limits respectively.

$Z$ (9) is a principal variable in the pressure, $Y$ is the (LES- filtered) adiabatic and mixing sensible enthalpies, $h_{\text{ad}}$ and $h_{m}$, are obtained from additional modified transport equations. The calculation of $h_{\text{ad}}$ is identical to that of $h_{m}$ except that the thermal radiation term in the enthalpy equation is set to zero and that the boundary conditions for the solid walls and open flow boundaries are changed to adiabatic:

$$\frac{\partial (\rho h_{\text{ad}})}{\partial t} + \frac{\partial (\rho u_{h_{\text{ad}}})}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \alpha + \frac{\nu}{\rho} \frac{\partial h_{\text{ad}}}{\partial x_j} \right) + \omega h_{\text{ad}},$$

(6)

where $\tilde{u}$ is the (LES-filtered) flow velocity, $\rho$ the pressure, $\alpha$ the molecular thermal diffusivity, $\nu$ the SGS turbulent kinematic viscosity, $Pr$ the turbulent Prandtl number, and where $\omega h_{\text{ad}}$ is the volumetric heat release rate (obtained as the product of the EDC-based fuel mass reaction rate times the heat of combustion) and $\omega r_{\text{fl}}$ the volumetric radiative power (obtained from the thermal radiation model).

The adiabatic and mixing sensible enthalpies, $h_{\text{ad}}$ and $h_{m}$, are obtained from additional modified transport equations. The calculation of $h_{\text{ad}}$ is identical to that of $h_{m}$ except that the thermal radiation term in the enthalpy equation is set to zero and that the boundary conditions for the solid walls and open flow boundaries are changed to adiabatic:

$$\frac{\partial (\rho h_{\text{ad}})}{\partial t} + \frac{\partial (\rho u_{h_{\text{ad}}})}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \alpha + \frac{\nu}{\rho} \frac{\partial h_{\text{ad}}}{\partial x_j} \right) + \omega h_{\text{ad}},$$

(7)

Similarly, the calculation of $h_{m}$ is identical to that of $h_{\text{ad}}$ except that the combustion term in the enthalpy equation is set to zero:

$$\frac{\partial (\rho h_{m})}{\partial t} + \frac{\partial (\rho u_{h_{m}})}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \alpha + \frac{\nu}{\rho} \frac{\partial h_{m}}{\partial x_j} \right),$$

(8)

This treatment provides an approximate method to account for local reductions in flame temperature due to the presence of thermal losses. In the present study, thermal losses are only due to emission of radiative energy.

Furthermore, the rate of fuel-air mixing $\chi_{fl}$ in Eq. (3) is described based on a classical closure expression for the LES-filtered scalar dissipation rate, $\tilde{\gamma} = 2(\alpha + \frac{\nu}{\rho} |\bar{V}\bar{Z}|^2$, where $\bar{Z}$ is the mixture fraction. Replacing mixture fraction by its definition in terms of fuel and oxygen mass-fractions gives

$$\chi_{fl} = \left( \frac{\alpha + \frac{\nu}{\rho} |\bar{V}\bar{Z}|^2}{\alpha + \frac{\nu}{\rho} |\bar{Y}_{\text{O}_2}|} \right)^2,$$

(9)

where $\bar{Y}_{\text{O}_2}$ is the oxygen mass-fraction in air, $\bar{Y}_{\text{O}_2} = 0.233$.

Finally, the Damköhler-number-based flame extinction criterion in Eq. (3) requires two model parameters $C$ and $T_a$. These model parameters are fuel-dependent and are obtained from basic information on the extinction limits of relevant diffusion flames. For instance, for methane fuel, we use the results from a numerical study by Chan et al. [20] where extinction conditions of methane-air laminar counterflow diffusion flames are calculated using a detailed chemical kinetic mechanism and in the presence of thermal radiation losses. The simulated flames feature two extinction limits: a classical upper limit corresponding to fast fuel-air mixing conditions ($i.e.$, large values of the scalar dissipation rate $\chi_{fl}$), where extinction occurs due to insufficient residence time (often called kinetic extinction); and a lower limit corresponding to slow fuel-air mixing conditions ($i.e.$, small values of $\chi_{fl}$), where extinction occurs due to thermal radiation losses (often called radiation extinction). Results from Ref. [20] give the following extinction conditions: $\chi_{fl,\text{ext}} = 18.4s^{-1}$, $T_{a,\text{ext}} = 1773$ K and $\chi_{fl,\text{ext}} = 0.029s^{-1}$, $T_{a,\text{ext}} = 1353$ K, for the upper and lower limits respectively.

Fig. 9. Spatial variations of simulated vertical flow velocity. See caption of Fig. 8 for details.
Now, following Refs. [8,21], we assume that all extinction events correspond to the same critical value of the Damköhler number, $D_{ac}=1$. This leads to the following system of equations for $C$ and $T_\alpha$:

$$\chi C = \chi_1 = \exp\left(\frac{\tilde{T}_\alpha / T_{\alpha,\text{ext}}}{\chi_{\alpha,\text{ext}}}\right)$$

Thus, Eq. (10) provides a system of two equations with two unknowns, which can be readily solved. We get $C_e = 1.9616 \times 10^{-1}$ and $T_\alpha = 36856 K_{\alpha}$. Values of $C$ and $T_\alpha$ for other fuels can be found in Ref. [22].

Fig. 2 presents the flammability map implied by the Damköhler-number-based flame extinction model in Eq. (3). As expected, extinction is promoted by large values of flame stretch and low values of flame temperature. Large values of flame stretch are typically associated with high flow turbulence intensities while low values of flame temperature typically result from oxygen dilution effects and/or thermal losses.

### 2.3.3. Flame reignition factor $FIF$

When it occurs, local flame extinction is only the first step in what may be a complex series of processes. For instance, local extinction may lead to global suppression or to flame reination. Therefore, flame reination emerges as a second key ingredient in understanding flammability limits in nonpremixed combustion systems.

Because of the difficulties associated with bringing relevant experimental diagnostics, past studies on extinction/reignition phenomena in turbulent diffusion flames are primarily computational studies that use direct numerical simulation (DNS) [23–27]. Different flame reignition mechanisms have been identified in these studies: (1) premixed autoignition (an event controlled by chemistry); (2) non-premixed autoignition (an event controlled by both fuel-air mixing and chemistry); (3) edge flame propagation (a piloted ignition event controlled by partially-premixed flame propagation along the stoichiometric surface); and (4) flame-flame interactions (a piloted ignition event controlled by interactions of burning and extinguished flame elements normal to the stoichiometric surface).

Based on Hewson et al. [23], reination mechanisms (1) and (2) (auto-ignition) are temperature controlled and require a temperature of approximately 1000 K. Reigation mechanisms (3) and (4) (piloted ignition) are not temperature controlled but may be less likely under the low-to-moderate turbulence conditions relevant to fire configurations.

In the absence of sufficient insight, in the present study, we choose to treat flame reigation via a critical gas temperature criterion,

$$FIF = 0.5 + 0.5 \tanh\left(\frac{\tilde{T} - T_{ign}}{100}\right)$$

where $FIF$ takes values between 0 and 1 and gives a measure of the local probability of flame reigation: $FIF=0$ if $\tilde{T} \leq T_{ign}$ (no reigation) and $FIF=1$ if $\tilde{T} \geq T_{ign}$ (reigation). In Eq. (11), $\tilde{T}$ is the LES-filtered computational-cell temperature and $T_{ign}$ its critical value for reigation. We use $T_{ign} = 1100 K$. It is worth emphasizing that the model in Eq. (11) is quite crude: it should be considered as a temporary placeholder that has merit because it acknowledges the need for an explicit treatment of reigation but also remains questionable because of limited physical insight.

### 2.4. Numerical configuration

The computational domain is presented in Fig. 3 and is 200-cm-wide in the cross-stream $x$-direction, 85-cm-long in the spanwise $y$-direction and 200-cm-high in the vertical $z$-direction. The grid is block-
structured and features three levels of resolution (Fig. 3). The level-one refinement block contains the flame region and features a uniform grid with cubic cells; in the baseline case, the level-one grid cell size is \( \Delta_1 = 4.167 \text{ mm} \) (i.e., 12 grid cells across the burner width). The level-one refinement block is 40-cm-wide, 60-cm-long and 60-cm-high. The level-two refinement block features a uniform grid with cubic cells of size equal to \( 2 \times \Delta_1 = 8.333 \text{ mm} \); this block is 60-cm-wide, 80-cm-long and 80-cm-high. The level-three refinement block covers the far-field air entrainment and plume regions and features a uniform grid with cubic cells of size equal to \( 4 \times \Delta_1 = 16.67 \text{ mm} \). The total number of cells is 1.76 million.

The inlet surfaces for fuel and oxidizer (at \( z = 0 \)) are treated as boundaries with a prescribed mass flow rate (including both convective and diffusive fluxes, see [13] for details). The inflow is assumed laminar. The ceramic fiberboard plate (at \( z = 0 \)) is treated as a no-slip adiabatic solid wall. The entrainment boundaries (at \( x = -1 \) and 1 m and \( y = 0 \) and 0.85 m) and the outlet boundary (at \( z = 2 \) m) are treated as boundaries with open flow conditions.

All FireFOAM simulations in the present study are performed for a duration of 20 s. Turbulent statistics are collected for the final 12 s of each simulation, after the flame and burn become statistically stationary and long enough for the first and second order turbulent statistics to be converged. The time step is controlled by a classical Courant-Friedrichs-Lewy (CFL) condition and in the baseline case, is equal to 0.5 ms. Each simulation is run using 40 processors on a large-scale Linux cluster with typical runs requiring 2700 h of CPU time. Note that the parallel performance of a solver is often measured by a characteristic time corresponding to the time consumed by a given simulation divided by the product of the total number of time steps times the total number of grid cells; in the present study, this characteristic time is approximately 140 \( \mu \text{s} \).

3. Results

3.1. Flame structure

Using the baseline grid presented in the previous section (\( \Delta_1 = 4.167 \text{ mm} \)), the simulations are found to provide a well-resolved description of the flame dynamics. Fig. 4 presents a comparison between instantaneous views of the simulated and experimental flame surface in the case where the co-flow supplies normal air (\( X_{O_2} = 21\% \), \( \chi = 0.23 \), \( T_{in} = 2240 \text{ K} \)). The simulated flame surface is defined as an iso-contour of the volumetric heat release rate (200 kW/m\(^3\)). The experimental flame surface is obtained from a photographic view of the visible light emission from the flame region, thereby assuming that soot luminosity provides a suitable tracer of the flame contour.

The simulated and experimental flames feature a small laminar region at low elevations (\( z < 5 \) cm) followed by a rapid transition to turbulent-like motions at higher elevations (\( z > 5 \) cm). The flame height is approximately 50 cm. Both the simulated and experimental flames show similar buoyancy-driven motions and in particular thin finger-like structures near the flame base that evolve into large intermittent structures near the flame tip. The spacing of the flame-base fingers is approximately 3 or 4 cm in the simulations and appears slightly smaller (between 1 and 2 cm) in the experiment. This discrepancy may be due to insufficient grid resolution in the laminar-to-turbulent flow transition region (at \( z < 5 \) cm). The spacing of the flame-tip peak and trough structures is approximately 10 cm in the simulations and is similar to that observed in the experiments.

Measured and simulated flame heights, noted \( L_p \), are plotted as a function of \( X_{O_2} \) in Fig. 5. Starting from a flame with normal air co-flow, \( X_{O_2} = 21\% \), it is seen that nitrogen dilution (i.e., reduced \( X_{O_2} \)) results in taller flames, both in the simulations and in the experiments. This
tendency may be explained by the fact that as $X_{O_2}$ decreases, a greater volume of oxidizer must be entrained by the flame to support complete combustion: the flame must therefore lengthen to entrain the additional required oxidizer. As shown in Fig. 5, relatively good agreement is obtained between simulated and measured values of $L_f$. It is worth noting, however, that the comparison in Fig. 5 remains somewhat qualitative due to differences in the definitions of the simulated and experimental flame heights. In the experiments, flame height is measured based on a 50% intermittency criterion for visible flame emission [9]. In the simulations, flame height is calculated based on averaging the maximum elevation of the instantaneous volumetric heat release rate distribution. Also, the experimental measurements of flame height are limited to the sooting regime of the flame ($X_{O_2} > 16\%$): for co-flows with low oxygen strength ($12.2\% \leq X_{O_2} \leq 16\%$), the flame turns from yellow to blue and there is no longer sufficient contrast between the flame and the background to allow for an accurate visualization and flame height measurement; and, as previously mentioned (Section 2.1), for co-flows with very low oxygen strength ($X_{O_2} < 12.2\%$), global flame extinction is observed.

Fig. 6 presents front- and side-views of the simulated instantaneous and time-averaged spatial distributions of temperature in the flame and plume regions. The peak values of the instantaneous temperature
values of the instantaneous $z$-velocity are close to 6 m/s. The peak value of the time-averaged $z$-velocity is close to 3 m/s.

Figs. 8–10 adopt a different, more quantitative perspective and present the spatial variations of mean and root-mean-square ($\text{rms}$) quantities as a function of elevation $z$ along the flame centerline (figures (a)-(b)) and as a function of cross-stream distance $x$ at an elevation of 25 cm (corresponding to mid-flame height) (figures (c)-(d)). The mean quantities are obtained by direct time-averaging of the LES solution. The $\text{rms}$ quantities are obtained by first calculating the fluctuation with respect to the local mean and then calculating the $\text{rms}$ of the time variations of the fluctuation. Note that the $\text{rms}$ quantities correspond to the grid-resolved amplitude of fluctuations, which may be different from the true amplitude; however, as will be seen in the next section, the present simulations are well-resolved and much of the fluctuation dynamics is captured by the simulations so that the reported $\text{rms}$ quantities can be interpreted as estimates of the true values.

Fig. 8 presents results for gas temperature. Fig. 8 (a) shows that the mean temperature increases rapidly near the flame base to a peak value of 1200 K at an elevation of approximately 20 cm (close to mid-flame height) and then decays rapidly with an apparent change in the decay rate at an elevation of approximately 60 cm (close to flame height). Fig. 8 (b) shows that the $\text{rms}$ temperature follows similar trends and features a peak value of 480 K at an elevation of approximately 25 cm. Thus, the peak value of the temperature fluctuation intensity is close to 40%. Fig. 8 (c)–(d) shows that the flame width at mid-flame height is approximately 20 cm. The slight double peak structure observed in Fig. 8 (d) is explained by the two flame sheets that develop at the lips of the burner and merge at the tip of the flame; the flame sheets are unsteady sources of heat and are responsible for strong fluctuations.

Figs. 9 and 10 present similar results for the vertical and horizontal (cross-stream) flow velocity, respectively. Fig. 9 (a) shows that the mean vertical flow velocity increases rapidly near the flame base to a peak value of 2.6 m/s at an elevation of approximately 35 cm (close to mid-flame height) and then stays approximately constant. Fig. 9 (b) shows that the $\text{rms}$ vertical flow velocity follows similar trends and features a peak value of 1.1 m/s at an elevation of approximately 35 cm. Thus, the peak value of the vertical flow velocity fluctuation intensity is close to 40%. Furthermore, focusing now on the horizontal motions, Figs. 10 (c)–(d) show that the entrainment velocities outside of the flame region are characterized by modest mean values (close to 10 cm/s at $z = 25$ cm) and large fluctuation intensities. Note that Fig. 10 (a) is simply a check that on the flame centerline, the mean cross-stream velocity takes values close to the exact value of 0 (due to

Table 1
Prescribed values of the radiative fraction and adiabatic flame temperature for different dilution levels in the air-nitrogen co-flow ($X_{O_2}$).

<table>
<thead>
<tr>
<th>$X_{O_2}$ [%]</th>
<th>$X_r$ (dimensionless)</th>
<th>$T_{ad\text{ _mean}}$ [K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>0.23</td>
<td>2240</td>
</tr>
<tr>
<td>18</td>
<td>0.18</td>
<td>1960</td>
</tr>
<tr>
<td>16</td>
<td>0.145</td>
<td>1780</td>
</tr>
<tr>
<td>15</td>
<td>0.12</td>
<td>1670</td>
</tr>
<tr>
<td>14</td>
<td>0.12</td>
<td>1570</td>
</tr>
<tr>
<td>13</td>
<td>0.12</td>
<td>1470</td>
</tr>
<tr>
<td>12</td>
<td>0.12</td>
<td>1360</td>
</tr>
<tr>
<td>11</td>
<td>0.12</td>
<td>1270</td>
</tr>
</tbody>
</table>

Fig. 8 presents similar views of the simulated instantaneous and time-averaged spatial distributions of vertical flow velocity. The peak
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in the flame region are close to 1800 K, which are reasonable values considering that the adiabatic flame temperature is 2240 K and that there is a 23% radiative heat loss. The peak value of the time-averaged temperature is close to 1300 K. As shown in Fig. 6 (b), the mean flame width increases with elevation; at mid-flame height, the mean flame width is approximately 20 cm. The instantaneous temperature distributions in Fig. 6 (a) feature the same kind of pattern already observed in Fig. 4: thin finger-like structures at the base of the flame evolving into larger peak and trough structures at the tip.
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in the flame region are close to 1800 K, which are reasonable values considering that the adiabatic flame temperature is 2240 K and that there is a 23% radiative heat loss. The peak value of the time-averaged temperature is close to 1300 K. As shown in Fig. 6 (b), the mean flame width increases with elevation; at mid-flame height, the mean flame width is approximately 20 cm. The instantaneous temperature distributions in Fig. 6 (a) feature the same kind of pattern already observed in Fig. 4: thin finger-like structures at the base of the flame evolving into larger peak and trough structures at the tip.

Fig. 7 presents similar views of the simulated instantaneous and time-averaged spatial distributions of vertical flow velocity. The peak
symmetry): this plot provides a measure of the uncertainties associated with the post-processing of the LES data. This level of uncertainty is deemed acceptable (note that it could be reduced by performing longer simulations which would provide better statistics).

It is also worth emphasizing that the simulated turbulent structure of the flame and plume regions presented in this section is in good agreement with classical results from the literature and in particular with previous experimental results on turbulent buoyant plumes in Ref. [28] and turbulent line burner flames in Ref. [29].

3.2. Computational domain discretization (flow solver)

The computational grid requirement in LES comes from the need to resolve the turbulent motions associated with energy-containing flow structures, also called the large eddies. The size of the large eddies is measured by the integral length scale of turbulence. Now, the integral length scale is not exactly known in the present configuration but is known to be related to the width of the flame or to that of the plume and an estimate is given by the width of the line burner, \( W_b \). In the baseline grid, the level-one grid resolution is \( \Delta_1 = 4.167 \text{ mm} \) or \( (W_b/\Delta_1) = 12 \). In the following, we present a grid sensitivity analysis and consider additional grid resolutions corresponding to \( \Delta_1 = 2.083, 3.125, 6.25, \) and \( 12.5 \text{ mm} \), or \( (W_b/\Delta_1) = 24, 16, 8 \) and \( 4 \). The total number of cells for the finest grid is 11.85 million.

Figs. 11 and 12 consider the temperature and vertical flow velocity profiles already presented in Figs. 8 and 9 and compare the same profiles extracted from simulations performed at different grid resolutions. These plots show good convergence properties and suggest that the LES solutions become approximately grid-insensitive for \( \Delta_1 \leq 4.167 \text{ mm} \), although some slight variations in peak values persist (within 10%) even at the highest levels of resolution.

Results in Figs. 11 and 12 suggest that the present LES simulations are grid-converged. A different perspective is adopted in Fig. 13. Following Pope [30], we define a well-resolved LES simulation as a simulation in which anywhere in the flow, the local ratio of the mean (i.e., time-averaged) grid-resolved turbulent kinetic energy \( k_{\text{res}} \), divided by the mean total turbulent kinetic energy (equal to the sum of \( k_{\text{res}} \) plus the mean subgrid-scale turbulent kinetic energy \( k_{\text{SGS}} \)) is above 80%. We also require that anywhere in the flow, the mean ratio of subgrid-scale eddy viscosity \( \nu_t \) divided by molecular viscosity \( \nu \) remains less than 1 [31]. If we first limit the discussion to the flow field, the subgrid-scale-eddy-to-molecular viscosity ratio gives a convenient measure of the weight of subgrid-scale models in the LES flow solution and is an indicator of the distance between the grid resolution used in LES and the resolution that would be required in a DNS treatment. Now extending the discussion to include both the flow and scalar fields, small values of the viscosity ratio are required here to help provide approximately grid-independent solutions.

Fig. 13 (a) shows that in all cases, more than 70% of the turbulent kinetic energy is grid-resolved in the plume region (\( z < 50 \text{ cm} \)) and that this fraction increases to more than 90% inside the flame region (\( z \leq 50 \text{ cm} \)). This result may be explained as follows: the turbulent structures observed in Fig. 4 have a size of several centimeters and are therefore properly captured on a computational grid of size smaller than 10 mm. From that perspective, the resolution quality provided by the coarsest grid, \( \Delta_1 = 12.5 \text{ mm} \), is expected to be only marginal. This point becomes more apparent when considering the mean subgrid-scale-eddy-to-molecular viscosity ratio. Fig. 13 (b) shows that in all
cases, $\bar{\omega}$ takes values above 1 in the plume region and takes values below 1 in the flame region except for the two coarsest grids, $\Delta x = 6.25$ mm and 12.5 mm. Thus, if one focuses on the flame region ($z \leq 50$ cm), the LES solutions are well-resolved and approximately grid-independent (in the sense defined above) provided that $\Delta x \leq 4.167$ mm.

Furthermore, note that some discontinuities can be seen in the profiles plotted in Fig. 13 at $z = 60$ cm and $z = 80$ cm: these discontinuities are the result of the variations in grid spacing at the interfaces between level-one and level-two refinement blocks, and level-two and level-three refinement blocks, respectively. In addition, the finest grid, $\Delta x = 2.083$ mm, also features a level-four refinement block at high elevations, at $z > 160$ cm, with cubic cells of size equal to $(8 \times \Delta x) = 16.67$ mm, which explains the additional discontinuity seen for this case at $z = 160$ cm.

Additional grid convergence tests (not shown here) were performed on resolution of the heat release rate variations, including near the flame extinction limit [22]. These tests were successful and confirmed that the baseline choice $\Delta x = 4.167$ mm allows for well-resolved simulations of the flame structure. All simulations in the following are performed with the baseline grid.

Fig. 17. Simulated time variations of global HRR (solid line) and $HRR^*$ (dashed line) under different co-flow conditions. (a) $X_{O_2} = 21\%$. (b) $X_{O_2} = 18\%$. (c) $X_{O_2} = 15\%$. (d) $X_{O_2} = 11\%$. The upper horizontal dashed line corresponds to $HRR_{th}$. The lower piecewise-linear solid line indicates the time variations of $X_{O_2}$ (values to be read on the right vertical axis).

Fig. 18. a) Comparison between simulated (large dots and dashed line) and measured (small dots) values of the global combustion efficiency, $\eta_{comb}$, for different levels of oxygen strength in the air-nitrogen co-flow. b) Relative contributions of reaction (GR1) (red color or light grey) and reaction (GR3) (blue color or dark grey) to $\eta_{comb}$. The horizontal dashed line corresponds to complete combustion, $\eta_{comb} = 1.0$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.).
3.3. Angular space discretization (radiation solver)

In FireFOAM, the solver for the radiative transfer equation (RTE) is based on the discrete ordinate method and a uniform decomposition of angular space into \( N\Omega \) elementary solid angles, \( \Delta \Omega = (\pi/4)\Omega \). In the present simulations, the strongest requirement in the discretization of angular space comes from the need to resolve the radiation heat flux on the gauge used to measure the global radiative loss fraction \( \chi_r \). This heat flux gauge is located at a distance of approximately \( d = 1 \) m from the flame in the cross-stream direction and is referred to in the following as the remote gauge. The surface area of the flame, as seen by the remote gauge, is approximately \( A_{\text{flame}} = 0.25 \) m\(^2\), and the angular region occupied by the flame when viewed from the remote gauge may be estimated as \( \Delta \Omega_{\text{flame}} = (\Delta \Omega_{\text{flame}}/d^2) = 0.25 \) sr (see Fig. 14 (a)). It follows that an accurate representation of the radiative heat loading on the remote gauge requires an angular space discretization with \( \Delta \Omega \) smaller than \( \Delta \Omega_{\text{flame}} = \Delta \Omega = (\Delta \Omega_{\text{flame}}/N) \), where \( N \) is an unknown number yet to be determined.

In this section, we present a sensitivity analysis and consider different levels of angular resolution corresponding to \( \Delta \Omega = 0.785, 0.196, 0.087, 0.049, 0.039, 0.031 \) and 0.022 sr (\( N\Omega = 16, 64, 144, 256, 324, 400 \) and 576 solid angles). Fig. 14 (b) shows the variations of the simulated mean (time-averaged) value of the remote gauge heat flux for different levels of angular resolution. The quality of angular resolution is characterized by the number of solid angles \( N\Omega \). The data plotted in Fig. 14 (b) correspond to the case with normal air co-flow and also include the measured value of the heat flux. Fig. 14 (b) shows that the simulated heat flux becomes approximately insensitive to \( N\Omega \), provided that \( N\Omega \geq 300 \); the plot also shows that for \( N\Omega \geq 300 \), the agreement between the simulated and measured heat flux is very good. These results suggest that a suitable description of the flame view angle is achieved for \( \Delta \Omega \leq (\Delta \Omega_{\text{flame}}/6) \). All simulations in the following are performed with \( N\Omega = 324 \).

3.4. Flame radiative emissions

As mentioned previously (Section 2.1), the experimental database includes measurements of the global radiative loss fraction \( \chi_r \) using a heat flux gauge (the remote gauge) combined with infrared camera imaging and a radiation source model \([9]\). It is found in Ref. \([9]\) that the radiative loss fraction is not constant throughout the series of experiments and gradually decreases as the flame approaches its oxygen extinction limit. In the present study, the treatment of thermal radiation is simplified and directly uses the experimentally-determined values of \( \chi_r \) as a function of the oxygen strength in the co-flow \( X_{O_2} \) (see Table 1).

We now perform a comparison between the simulated and measured mean values of the remote gauge heat flux as a function of \( X_{O_2} \) (Fig. 15). The results in Fig. 15 should not be interpreted as a validation test since the experimental data are used to prescribe flame radiative emissions in the numerical simulations but they may be interpreted as a consistency check. It is seen in Fig. 15 that the agreement between the simulated and measured heat flux is very good (less than 5%) for \( X_{O_2} \geq 16\% \). For co-flows with low oxygen strength (\( X_{O_2} < 14\% \)), the flame weakens significantly and approaches full extinction: under those conditions, differences between the simulated...
and measured heat flux are due to differences between the simulated and measured extinction limits: $X_{O_2,ext} = 11\%$ in the simulations and $X_{O_2,ext} = 12.2\%$ in the experiments (see the discussion below in Section 3.6). Overall, Fig. 15 confirms that the baseline choice $N = 324$ allows for well-resolved simulations of the flame radiative emissions.

3.5. Spatial variations of temperature and oxygen mole-fraction

We now turn to a brief description of current results on spatial variations of temperature and oxygen mole-fraction statistics. The results currently available in the experimental database are preliminary, limited to mean (time-averaged) values, limited to cross-stream profiles at two elevations, and limited to the $X_{O_2} = 18\%$ condition. Future plans include an extension of the temperature measurements to mean and rms values using micro-thermocouples, to a more complete map of the flame region, as well as an extension to cases with different nitrogen dilution conditions.

Fig. 16 presents a comparison between the simulated and measured mean values of thermocouple temperature and oxygen mole-fraction as a function of cross-stream distance $x$ at an elevation of 12.5 cm (Fig. 16 (a) and (b)) and an elevation of 25 cm (Fig. 16 (c) and (d)). The simulated thermocouple temperatures are obtained using a thermocouple model in FireFOAM that accounts for bead size, bead thermal properties and convective and radiative heat exchanges with the surroundings [32]. The agreement between the simulated and measured data is good (less than 10% ) although some limited discrepancies in peak value and width of the temperature profiles are observed in Figs. 16 (a) and (c). This level of agreement suggests that both turbulent mixing and combustion heat release are simulated with good accuracy.

3.6. Flame suppression

This section examines the changes in combustion intensity and flame structure resulting from gradual reductions in the oxygen strength of the air-nitrogen co-flow. These experimentally observed changes allow an evaluation of the performance and accuracy of the flame extinction/reignition models presented in Section 2.3 and correspond to the main focus of the present study. Flame weakening and transition to full extinction are characterized experimentally by measurements of the global combustion efficiency, noted $\eta_{comb}$ and defined as the ratio of total heat release rate divided by the product of the fuel mass flow rate $\dot{m}_f$ times the heat of combustion (per unit mass of fuel) $H_f$:

$$\eta_{comb} = \frac{\int \int \int \omega \dot{s}_c \, dV}{\dot{m}_f (\dot{m}_f H_f)}$$

where the total heat release rate is expressed as the volume-integral of $\omega \dot{s}_c$ over a volume $V$ containing the flame region. Note that in the present study, the product $(\dot{m}_f H_f)$ is fixed and equal to 50 kW. In the following, we write $HRR = \int \int \int \omega \dot{s}_c \, dV$ and $HRR_a = (\dot{m}_f H_f)$.

The measurements of $\eta_{comb}$ are essential to the discussion below and are performed in Ref. [10] using CO2 generation and O2 consumption calorimetry.

An alternative expression for the combustion efficiency is the ratio of the fuel mass reaction rate divided by the fuel mass flow rate $\dot{m}_f$:

$$\eta_{comb} = \frac{\int \int \int \omega \dot{\omega} \dot{\eta} \, dV}{\dot{m}_f}$$

where $\omega \dot{\omega} \dot{\eta}$ is the volumetric fuel mass reaction rate. The numerical
estimates of $\eta_{\text{comb}}$ use this expression and write: 
\[ \dot{\omega}_{\text{comb}} = \dot{\omega}_{\text{air}} + \dot{\omega}_{\text{fuel}} \] 
(see Eq. (1)). In the following, we also use 
$H_{\text{RR}} = \int \int \int (\dot{\omega}_{\text{air}} + \Delta H) \, dV$ as a diagnostic to evaluate the contribution 
of the reignition reaction to the total heat release rate. 

Fig. 17 presents the time variations of the total heat release rate under different co-flow conditions. 
Fig. 17(a) corresponds to co-flow with normal air, $X_{\text{O}_2} = 21\%$, while Figs. 17(b)–(d) correspond 
to co-flow with diluted air-nitrogen. In the cases with diluted air-nitrogen conditions, the oxygen strength of the co-flow is initially set at $X_{\text{O}_2} = 21\%$, is maintained at that level until time $t = 5\, s$, and is then decreased to a certain target value following a linear ramp with $(dX_{\text{O}_2}/dt) = 2\%$ per second. Numerical tests suggest that the variations in the linear ramp are slow enough to provide quasi-steady flame behavior. The target values of the co-flow oxygen mole-fraction in 
Figs. 17(b)–(d) are $X_{\text{O}_2} = 18\%$, 15%, and 11%, respectively. 

The four cases presented in Fig. 17 correspond to dramatically different combustion behavior. 
Fig. 17(a) ($X_{\text{O}_2} = 21\%$) corresponds to a strong flame with global combustion efficiency close to one, $H_{\text{RR}} \approx H_{\text{RR},0}$. Analyzing data between time $t=10$ and 20 s, numerical simulations predict $\eta_{\text{comb}} = 0.09$. In addition, there is almost no extinction under normal air co-flow conditions and $H_{\text{RR}} \approx 0$. 

Fig. 17(b) ($X_{\text{O}_2} = 18\%$) corresponds again to a strong flame with global combustion efficiency close to one, $\eta_{\text{comb}} = 0.97$, but there is now evidence of local extinction and reignition phenomena: simulations predict $H_{\text{RR}} \approx 3.5\, \text{kW}$, which means that reaction (GR1) accounts for 93% of the heat release rate while reaction (GR3) accounts for 7%. 

Fig. 17(c) ($X_{\text{O}_2} = 15\%$) corresponds to a weakened flame. While the global combustion efficiency remains close to one, $\eta_{\text{comb}} = 0.96$, the relative weight of local extinction and reignition phenomena is much increased: simulations predict $H_{\text{RR}} \approx 13.5\, \text{kW}$, which means that reaction (GR1) accounts for 73% of the heat release rate while reaction (GR3) accounts for 27%. 

Finally, Fig. 17(d) ($X_{\text{O}_2} = 11\%$) corresponds to a suppressed flame, $H_{\text{RR}} \approx 0$ and $\eta_{\text{comb}} \approx 0$. Note that the values of $H_{\text{RR}}$ and $\eta_{\text{comb}}$ are not exactly 0 at the end of the simulation: we find $H_{\text{RR}} = 1\, \text{kW}$ and $\eta_{\text{comb}} = 0.02$; these values correspond to a residual flame that is attached to, and maintained by the oxygen anchor. Note also that at the time of extinction, $t \approx 9\, s$, the contribution of reaction (GR3) becomes dominant over that of reaction (GR1). 

These results demonstrate that the flame extinction/reignition models implemented in FireFOAM are capable of describing (at least qualitatively) the transition from a strong flame with a global combustion efficiency close to one to a suppressed flame with a global combustion efficiency close to zero. We now turn to a more quantitative test and a comparison to experimental data on $\eta_{\text{comb}}$. 

Fig. 18 presents a comparison between simulated and measured values of the global combustion efficiency as a function of $X_{\text{O}_2}$. The experimental data show that the transition from a strong flame under normal air co-flow conditions to a suppressed flame under diluted air-nitrogen co-flow conditions is quite abrupt and occurs for $X_{\text{O}_2} < 14\%$ [10]. The experimental extinction limit is $X_{\text{O}_2,\text{ext}} = 12.2\%$. An important result is that the measured combustion efficiency remains close to one provided that $X_{\text{O}_2} \geq 14\%$. 

Fig. 18(a) shows that the numerical simulations correctly reproduce the main features of the response of the flame to nitrogen dilution and in particular the observed binary behavior of $\eta_{\text{comb}}$: $\eta_{\text{comb}} \approx 1$ for $X_{\text{O}_2} \geq 14\%$ and $\eta_{\text{comb}} \approx 0$ for $X_{\text{O}_2} < 12\%$. The numerical extinction limit is $X_{\text{O}_2,\text{ext}} = 11\%$, which means that the transition from a fully burning to a fully extinguished flame is slightly smoother in the simulations than in the experiments. 

Fig. 18(b) shows the relative contributions of reactions (GR1) and (GR3) to the heat release rate. This plot provides insight into the inner workings of the model but unfortunately cannot be validated by experimental data. The plot suggests that while the contribution of flame reignition is negligible at $X_{\text{O}_2} = 21\%$, it becomes dominant for $X_{\text{O}_2} < 14\%$, i.e. near the extinction limit. Thus it is found that the flame reignition model plays a central role in the simulated flame response and quenching behavior. 

The results presented in Fig. 18 are quite encouraging. However, it is worth noting that the level of agreement between simulation results and experimental data depends on a number of factors including the values adopted for important model parameters. We now conclude this section by re-visiting some of the choices made in selecting values for key model parameters and focus in particular on the critical value of the flame Damköhler number at extinction, $D_{\text{ac}} = 1$, and the critical value of gas temperature at reignition, $T_{\text{ign}} = 1100\, \text{K}$. Figs. 19 and 20 examine the sensitivity of the simulated flame response to variations in the values of $D_{\text{ac}}$ and $T_{\text{ign}}$, respectively (the model parameters $C$ and $T_a$ are kept unchanged in these tests). 

Fig. 19 presents the variations of $\eta_{\text{comb}}$ with $X_{\text{O}_2}$ for $D_{\text{ac}}=0.1, 1$ and 10, and using $T_{\text{ac}} = 1000\, \text{K}$. As seen in Fig. 19, the simulated extinction performance is strongly dependent on $D_{\text{ac}}$. For $D_{\text{ac}}=0.1$ (Fig. 19(a)), the flame is more resistant to extinction and $X_{\text{O}_2,\text{ext}} < 11\%$. In contrast, for $D_{\text{ac}}=10$ (Fig. 19(c)), the flame is less resistant to extinction and $X_{\text{O}_2,\text{ext}} \approx 12\%$. In this case, while the numerical extinction limit agrees with the experimental data ($X_{\text{O}_2,\text{ext}} = 12.2\%$), the model predicts partial extinction under normal air co-flow conditions, $\eta_{\text{comb}} < 1.0$ and $H_{\text{RR}} > 0$ for $X_{\text{O}_2} = 21\%$, which does not seem correct. The best results are obtained for $D_{\text{ac}}=1$ (Fig. 19(b)); the results are similar to those shown in Fig. 18 with the difference that in the present test, the reignition temperature has been changed from 1100 K to 1000 K. This analysis suggests that the baseline choice $D_{\text{ac}} = 1$ provides the best agreement with experimental data. 

Fig. 20 presents the variations of $\eta_{\text{comb}}$ with $X_{\text{O}_2}$ for $T_{\text{ign}}$ between 1000 K and 1300 K, and using $D_{\text{ac}}=1$. As seen in Fig. 20, the simulated extinction performance is only weakly dependent on $T_{\text{ign}}$ for $X_{\text{O}_2} \geq 0.16$, probably due to the limited impact of flame reignition under those conditions. The simulated extinction performance is more sensitive to $T_{\text{ign}}$ for $X_{\text{O}_2} < 0.16$. For $T_{\text{ign}} = 1000\, \text{K}$ (Fig. 20(a)), the flame is less resistant to reignition, the relative contribution of reaction (GR3) is increased, and the transition from a fully burning to a fully extinguished flame is more abrupt. In contrast, for $T_{\text{ign}} = 1300\, \text{K}$ (Fig. 20(d)), the flame is more resistant to reignition and the transition from a fully burning to a fully extinguished flame is smoother. The best results are obtained for $T_{\text{ign}} = 1100\, \text{K}$ (Fig. 20(b)) or $T_{\text{ign}} = 1200\, \text{K}$ (Fig. 20(c)). This analysis suggests that the baseline choice $T_{\text{ign}} = 1100\, \text{K}$ is adequate. 

4. Conclusion 

This paper presents a numerical study of a buoyancy-driven, methane-fueled, turbulent diffusion flame exposed to an air-nitrogen co-flow with variable composition, including conditions for which the nitrogen displacement of oxygen leads to full flame extinction. Numerical results are compared to experimental data on global combustion efficiency and to preliminary data on local variations of temperature and oxygen mole-fraction. The comparison is aimed at evaluating new flame extinction/reignition models recently implemented in a LES-based fire simulation solver called FireFOAM. The models are based on the concepts of a critical flame Damköhler number for extinction and a critical gas temperature for reignition. It is found that the numerical simulations correctly reproduce the measured trend in global combustion efficiency and in particular the experimentally observed abrupt transition from a strong flame with a global combustion efficiency close to one to a suppressed flame with a global combustion efficiency close to zero. The experimental extinction limit is $X_{\text{O}_2,\text{ext}} = 12.2\%$; the numerical extinction limit is $X_{\text{O}_2,\text{ext}} = 11\%$. 

These results are obtained using well-resolved and approximately grid-independent LES simulations. The baseline choice for the computational grid provides 12 cells across the burner width ($W/\Delta x = 12$ or $\Delta x = 4.167\, \text{mm}$), a choice for which more than 80% of the turbulent kinetic energy is grid-resolved and for which the mean subgrid-scale
eddy-to-molecular viscosity ratio is less than one. The present paper includes a grid convergence study.

These results are also obtained using a number of simplifications. First, the flame is treated as a non-absorbing, optically-thin medium and using a prescribed global radiative loss fraction taken directly from experimental measurements. Second, the flame is fueled by methane, a weakly sooting fuel, and soot is simply neglected. Interestingly, it is found that the role of the flame reignition model in the simulated flame response and quenching behavior is as important as that of the flame extinction model.

Future work will consider an extension of the models to a more general treatment of thermal radiation transport (with absorption effects and without prescribing the global radiative loss fraction) as well as a more accurate treatment of flame reignition. Future work will also consider an extension of the present study to the case of flame suppression with water mist.
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