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Abstract

The JHU HLTCOE participated in the Cold
Start and the Trilingual Entity Linking and
Discovery tasks of the 2015 Text Analy-
sis Conference Knowledge Base Population
evaluation. For our fourth year of participa-
tion in Cold Start we continued our research
with the KELVIN system. We submitted ex-
perimental variants that explore use of link-
ing to Freebase and adding additional rela-
tions. This is our first year of participation
in EDL. We used KELVIN in three runs and
experimented with an alternate system for
named entity recognition and linking for two
additional runs.

1 Introduction

The JHU Human Language Technology Center of
Excellence has participated in the TAC Knowledge
Base Population exercise since its inception in 2009.
Our focus over the past year was on developing our
KELVIN system (McNamee et al., 2012; McNamee
et al., 2013; Mayfield et al., 2014; Finin et al., 2014)
as a core technology for multiple TAC tasks. This
year we used it in our participation of the Cold
Start and the Trilingual Entity Linking and Discov-
ery (TEDL) tasks.

This is the fourth year that KELVIN participated
in the Cold Start task. This year we enhanced our

system by linking entities to Freebase to both im-
prove our choice of canonical mentions and entity
merging, augmented our relation extraction capabil-
ities using pattern matching and an open informa-
tion extraction system, and improved inference and
entity merging through a variety of software engi-
neering and architectural modifications. We adapted
KELVIN for use in the TEDL task and also applied
an independent system for several submitted runs.

In the rest of the paper we present our systems,
which are architecturally similar to our 2014 sub-
mission, the additional components required for the
Trilingual Entity Linking and Discovery task, and
briefly discuss our experimental results.

2 Cold Start KB Construction

The TAC-KBP Cold Start task is a complex task
that requires application of multiple layers of NLP
software. The most significant tool that we use is
a NIST ACE entity/relation/event detection system,
BBN SERIF (Ramshaw et al., 2011). SERIF pro-
vides a substrate that includes entity recognition, re-
lation extraction, and within-document coreference
analysis. In addition to SERIF, significant compo-
nents which we relied on include: a maximum en-
tropy trained model for extracting personal attributes
(FACETS, also a BBN tool); cross-document en-
tity coreference (the HLTCOE Kripke system); and
a procedurally implemented rule system.

KELVIN is organized as a pipeline with three



stages: (i) document level processing done in par-
allel on small batches of documents, (ii) cross-
document co-reference resolution to produce an ini-
tial KB, and (iii) knowledge-base enhancement and
refinement through inference and relation analysis.
The next section describes the major steps in these
stages.

3 Cold Start System Description

KELVIN runs from two Unix shell scripts1 that exe-
cute a pipeline of operations. The input to the system
is a file listing the source documents to be processed;
the files are presumed to be plain UTF-8 encoded
text, possibly containing light SGML markup. Dur-
ing processing, the system produces a series of tab-
separated files, which capture the intermediate state
of the growing knowledge base. At the end of the
pipeline the resulting file is compliant with the Cold
Start guidelines.

Our processing consists of the following steps,
which are described in detail below:

1. Document-level processing
2. Extended Document-level processing
3. Cross-document entity coreference
4. KB cleanup and slot value consolidation
5. Linking entities to an external background KB
6. Applying inference rules to posit additional as-

sertions
7. KB-level entity clustering
8. KB cleanup and slot value consolidation
9. Selecting the best provenance metadata

10. Post-processing

The Margaret script performs the document-level
processing in parallel on our Sun Grid Engine com-
puting cluster. Fanny executes the balance of the
pipeline, and many of these steps are executed as a
single process.

3.1 Document-Level Processing

BBN’s SERIF tool2 (Boschee et al., 2005) provides
a considerable suite of document annotations that
are an excellent basis for building a knowledge base.

1Named Margaret and Fanny after Lord Kelvin’s wives.
2Statistical Entity & Relation Information Finding

The functions SERIF can provide are based largely
on the NIST ACE specification,3 and include:

• identifying named-entities and classifying
them by type and subtype;

• performing intra-document coreference anal-
ysis, including named mentions, as well as
coreferential nominal and pronominal men-
tions;

• parsing sentences and extracting intra-
sentential relations between entities; and,

• detecting certain types of events.

We run each document through SERIF, and ex-
tract its annotations.4 Additionally we run another
module named FACETS, described below, which
adds attributes about person entities. For each en-
tity with at least one named mention, we collect its
mentions, the relations, and events in which it par-
ticipates. Entities comprised solely of nominal or
pronominal mentions are ignored for the Cold Start
task, per the task guidelines. Finally, the output from
each document is entered into a Concrete (Ferraro et
al., 2014) object, which is our standard representa-
tion for information extracted from a document.

FACETS is an add-on package that takes SERIF’s
analyses and produces role and argument annota-
tions about person noun phrases. FACETS is im-
plemented using a conditional-exponential learner
trained on broadcast news. The attributes FACETS
can recognize include general attributes like religion
and age (which anyone might have), as well as some
role-specific attributes, such as employer for some-
one who has a job, (medical) specialty for physi-
cians, or (academic) affiliation for someone associ-
ated with an educational institution.

3.2 Extended Document-Level Processing

This section describes the five additional steps the
taken once SERIF and FACETS are wrong. These
generally address short comings in the tools or add
additional information that was not found by the pri-
mary tools.

3http://www.itl.nist.gov/iad/mig/tests/
ace/2008/doc/ace08-evalplan.v1.2d.pdf

4We used an in-house version of SERIF, not the annotations
available from LDC.



3.2.1 Relation Extraction by Pattern Matching

The patterns focused on relations that were ei-
ther not attested or were observed to be frequently
missed. They included four different patterns.

The first pattern looked for occurrences of
<PER> of <GPE>. When this pattern was
found, the relations per:countries of residence,
per:statesorprovinces of residence, or per:cities -
of residence was attested. The decision of which
was to choice was based on the type of the
GPE as identified by SERIF. Patterns where the
GPE was of the NATION SUBTYPE were con-
sidered per:countries of residence relations. Pat-
terns where the GPE was of the STATE SUBTYPE
were considered per:statesorprovinces of residence
relations, and patterns where the GPE was of the
CITY SUBTYPE were considered per:cities of -
residence. If the subtype was something else, than
the relation would not be asserted. This pattern re-
sulted in roughly twenty-five more per:countries -
of residence assertions.5 This was a 0.3% increased
in the number of assertions for this relation.

The second pattern focused on the relation
org:political religious affiliation by looking for the
pattern JJ <ORG> where that word in that parse
tree labeled as JJ was either a religion, the word
“Republican”, or the word “Democratic.” A religion
was identified by a white list of religions. In addi-
tion words that were identified as semantically simi-
lar to Republican and Democratic were also consid-
ered acceptable. Semantically similar phrases were
ones that scored higher than 0.7 by the STS ser-
vice (Kashyap et al., 2016). This added roughly
5,000 assertions about the political or religious af-
filiations of organizations. No relations of this type
had been identified by SERIF/FACETS.

The third pattern identified sentences contains an
organization and a URL. URLs were identified by
locating strings containing the characters “www.”
and “http”. The core fragment of the url was iden-
tified. A fuzzy string match was used to find the
highest scoring organization in the sentence. Fi-
nally, the fuzzy match score has to be above a certain
threshold in order to be added. Close to one thou-
sand org:website were asserted using these rules.

5Due to a programming error neither per:statesorprovinces -
of residence or per:cities of residence were added.

No relations of this type had been identified by
SERIF/FACETS.

The final pattern identified new asserts of the
relations per:age by looking for <PER> followed
somewhere in the sentence by the word “age” and
a number. This process identified roughly one hun-
dred fifty more per:age relations, which is as 25%
growth for this relation.

3.2.2 Relation Extraction using Open IE
Open information extraction is an alternative
method of information extraction. An open infor-
mation extraction system extracts a greater diversity
of relations that may or may not align to TAC rela-
tions or to entities that have previously been iden-
tified. Given that multiple IE approaches are used,
the output of the systems must be aligned. In addi-
tion to this challenge, the more free-form relations
coming from Open IE must be aligned to TAC re-
lations. In general, rather than using a rule based
approach to determine the translation, a more auto-
mated approach was adopted that bootstrapped from
relations identified by both systems and the integra-
tion of semantic similarity were used.

In more detail the Ollie system (Mausam et al.,
2012) was run over each document in the collection.
First, all extractions that did not include at least one
known mention were eliminated. Then known men-
tions were mapped to their entities as identified by
SERIF. Finally, the relation was established by com-
paring the text expressing the relation to a list of at
most thirty different ways of expressing that rela-
tion. The best match above a threshold was used to
assert a relation. In the case of relations between
an entity and a string, rather than between entities,
the argument was also examined to assure that the
string had characteristics associated with that slot.
For instance, if the slot was per:cause of death, the
the fill had to come from a list of 625 words that
would cause death.

In order to determine ways of expressing rela-
tions, a run on 26,000 Washington Post articles was
used. The primary assumption made was that if a
relation between two entities had already been ob-
served by SERIF or FACETS in a particular sen-
tence, then the relation found by SERIF/FACETS
was the same one as the expressed by the text ex-
tracted by the Open IE system. A similar technique



was used for slots with string values. There were
a few instances where no prior examples of the slot
existed. In this case a few ways of expressing the
relationship were hand-crafted and used along side
the ones that were automatically identified.

3.2.3 Refining Canonical Mentions
The default method of determining the canonical
mention was to use the longest string identified.
This caused two problems. One came from the fact
that clauses were frequently included as parts of the
name. Other errors came from errors in within docu-
ment co-reference, where a minority entity was cho-
sen for the canonical mention. An example of an er-
ror caused by this rule was choosing “whoever rules
North Korea” as the canonical mention of an entity
where every other mention is “North Korea.”

The refined canonical mention favors the most
frequent name in the mention chain that is associ-
ated with a Freebase entity. In the event that there is
no Freebase entity, the algorithm defaults to the most
frequent mention. There are a few caveats to the al-
gorithm. The first is that single names for people
are avoided. In addition abbreviations are avoided
when the expansion also appears. In the event that
no candidates for canonical mentions exists, the al-
gorithm defaults to the longest string. At the docu-
ment level this leads to 64,384 changes in canonical
mentions, which effects 1% of the document enti-
ties. This change has a ripple effect because Kripke,
the cross-document conference system, is highly de-
pendent on the canonical names of the entities. The
new canonical names lead to an 3.5% reduction in
the number of entities for the TAC 2015 document
set.

3.2.4 Revisiting Dates
Although SERIF reports dates in TIMEX2 format,
these dates are not always compliant with the TAC
guidelines. For instance, some of the dates are
written with only the year (i.e., “1948” rather than
“1948-XX-XX”). In addition some of the dates
are relative rather than absolute dates, for instance,
“PXD” for “a few days ago.” These need to be re-
vised based on the date the document was published.
The revision of dates effected 2,295 dates. Our sys-
tem initially found 2,841 dates. This means that 81%
were changed. Another 243 or 9% were removed

because there was insufficient information to deter-
mine the actual date in the format required to comply
with the TAC guidelines.

3.2.5 Augmenting Entity Mentions
It was determined that SERIF overlooks entities that
appear in the headline and the dateline. This is par-
ticularly problematic because many past entry points
chosen by the evaluators were from the headline.

The process to add mentions of entities from the
headline relied on matching the strings in the head-
lines to already established co-reference chains in
the body of the document. The dateline may also
contain entries such as place names and sometimes
people. Because the format of the dateline is reg-
ular given a particular source for documents rules
for parsing these datelines could be created. For this
step, the TAC 2014 document collection was used as
a proxy for the document types that would be seen
during the task. This added 6,078 mentions to the
output or 0.03%. Although this was a small percent-
age, many queries referenced entities in the headline
in TAC2014, therefore no answer was possible for
such a query. Similar analysis has not been done on
the TAC2015 queries to understand the importance
of headlines to performance.

3.3 Cross-document entity coreference
In 2013 we developed a tool for cross-document
coreference named Kripke that takes as input a se-
rialized TAC knowledge base and produces equiv-
alence sets that encode entity coreference relations.
Our motivation for a new tool was that we wanted
an easy-to-run, efficient, and precision-focused clus-
terer; previously (i.e., in 2012) we had used string-
matching alone, or a Wikipedia-based entity linker.

Kripke is an unsupervised, procedural clusterer
based on two principles: (a) to combine two clus-
ters each must have good matching of both names
and contextual features; (b) a small set of discrimi-
nating contextual features is generally sufficient for
disambiguation. To avoid the customary quadratic-
time complexity required for brute-force pairwise
comparisons, Kripke maintains an inverted index of
names used for each entity. Only entities matching
by full name, or some shared words or character n-
grams are considered as potentially coreferential.6

6Support for orthographically dissimilar name variants (i.e.,



Related indexing techniques are variously known as
blocking (Whang et al., 2009) or canopies (McCal-
lum et al., 2000).

Currently, contextual matching is accomplished
solely by comparing named entities that co-occur in
the same document. Between candidate clusters, the
sets of all names occurring in any document forming
each cluster are intersected. Each name is weighted
by normalized Inverse Document Frequency, so that
rare, or discriminating names have a weight closer
to 1. The top-k (i.e., k=10) weighted names were
used, and if the sum of those weights exceeds a cut-
off, then the contextual similarity is deemed ade-
quate. Such a technique should be able to tease apart
George Bush (41st president) and his son (43rd pres-
ident) through co-occurring names (e.g., Al Gore,
Barbara Bush, Kennebunkport, James Baker versus
the entities Dick Cheney, Laura Bush, Crawford,
Condolezza Rice).

The system runs by executing a cascade of clus-
tering passes, where in each subsequent pass con-
ditions are relaxed in the requirements for good
name and contextual matching. The hope is that
higher precision matches are made in earlier phases
of the cascade, and these will facilitate more difficult
matches later on. Additional details can be found in
(Finin et al., 2014).

3.4 KB cleanup and slot value consolidation

This step, which is repeated several times in the
pipeline ensures that all relations have their inverses
in the KB, culls relations that violate type or value
constraints, and reduces the number of values to
match expectations for each type of slot.

3.4.1 Inverses
Producing inverses is an entirely deterministic pro-
cess that simply generates Y inverse X in Doc D
from an assertion of X slot Y in Doc D. For example,
inverse relations like per:parent and per:children,
or per:schools attended and org:students. While
straightforward, this is an important step, as rela-
tions are often extracted in only one direction dur-
ing document-level analysis, yet we want both asser-
tions to be explicitly present in our KB to aid with
downstream reasoning.

aliases) was planned, but not implemented in time for this year.

Figure 1: Kelvin initially extracted 121 distinct
values for Barack Obama’s employer from 26,000
Washington Post articles. The number of attesting
documents for each followed a power law, with nine
documents for the most popular value only one for
the majority.

3.4.2 Predicate Constraints
Some assertions extracted from SERIF or FACETS
can be quickly vetted for plausibility. For exam-
ple, the object of a predicate expecting a coun-
try (e.g., per:countries of residence) must match a
small, enumerable list of country names; Mas-
sachusetts is not a reasonable response. Similarly,
250 is an unlikely value for a person’s age. We
have procedures to check certain slots to enforce
that values must come from an accepted list of re-
sponses (e.g., countries, religions), or cannot include
responses from a list of known incorrect responses
(e.g., a girlfriend is not allowed as a slot fill for
per:other family).

3.4.3 Consolidating Slot Values.
Extracting values for slots is a noisy process and er-
rors are more likely for some slots than for others.
The likelihood of finding incorrect values also de-
pends on the popularity of both the entity and slot.
For example, in processing a collection of 26K ar-
ticles from the Washington Post, we observed more
than fifty entities who had 14 or more employers.
One entity was reported as having had 122 employ-
ers (per:employee of)!

Slot value consolidation involves selecting the
best value in the case of a single valued slot (e.g.,
per:city of birth) and the best set of values for slots
that can have more than one value (e.g, per:parents).
In both cases, we use the number of attesting docu-
ments to rank candidate values, with greater weight
given to values that were explicitly attested rather
than implicitly attested via inference rules. See Fig-
ure 1 for the number of attesting documents for each



relation many maximum
per:children 8 10
per:countries of residence 5 7
per:employee or member of 18 22
per:parents 5 5
per:religion 2 3
per:schools attended 4 7
per:siblings 9 12
per:spouse 3 8

Table 1: The number of values for some multi-
valued slots were limited by a heuristic process that
involved the number of attesting documents for each
value and two thresholds.

of the values for the entity that have 122 distinct val-
ues for employer.

For slots that admit only a single value, we se-
lect the highest ranked candidate. However, for list-
valued slots, it is difficult to know how many, and
which values to allow for an entity. We made the
pragmatic choice to limit list-values responses in a
predicate-sensitive fashion, preferring frequently at-
tested values. We associate two thresholds for se-
lected list-valued predicates on the number of val-
ues that are reasonable – the first represents a num-
ber that is suspiciously large and the second is an
absolute limit on the number of values reported. Ta-
ble 1 shows the thresholds we used for some pred-
icates. For predicates in our table, we accepted the
nth value on the candidate list if n did not exceed
the first threshold and rejected it if n exceeded the
second. For n between the thresholds, a value is ac-
cepted only if it has more than one attesting docu-
ment.

3.5 Inference

We apply a number of forward chaining inference
rules to increase the number of assertions in our KB.
To facilitate inference of assertions in the Cold Start
schema, we introduce some unofficial slots into our
KB, which are subsequently removed prior to sub-
mission. For example, we add slots for the sex
of a person, and geographical subsumption (e.g.,
Gaithersburg is part-of Maryland). The most pro-
lific inferred relations were based on rules for fam-
ily relationships, corporate management, and geo-
political containment.

Many of the rules are logically sound and follow
directly from the meaning of the relations. For ex-

entity type inlinks outlinks signif.
United States GPE 19.2 452006 162081
India GPE 15.8 34273 23281
Harvard University ORG 14.4 11163 11348
UMBC ORG 7.4 172 192
Barack Obama PER 11.4 744 1948
Alan Turing PER 7.6 35 163
Ralph Sinatra PER 2.8 0 7
Harvard Bridge FAC 5.1 3 32
Mississippi River LOC 8.9 242 245

Table 2: This table shows examples of entities, their
number of incoming and outgoing links and their es-
timated significance.

ample, two people are siblings if they have a parent
in common and two people have an “other family”
relation if one is a grandparent of the other. Our
knowledge of geographic subsumption produced a
large number of additional relations, e.g., know-
ing that a person’s city of birth is Gaithersburg and
that it is part of Maryland and that Maryland is a
state supports the inference that the person’s state-
orprovince of birth is Maryland.

3.6 Linking to external KBs
Entities are linked to one more external knowledge
bases. Out current system uses just one external
KBs, the version of the Freebase KB described in
Section 4. Our approach is relatively simple, only
comparing an entity’s type and mentions to the ex-
ternal KB’s entities types, names and aliases. In
linking a collection entity to a KB entity, we start
by producing a candidate set by querying the KB
all of its entities whose names or aliases match any
of the collection entity’s canonical mentions7. The
candidates are ranked by counting how often each
matching mention was used and by the KB entity’s
significance score. We used experimentally derived
thresholds to reject all candidates if there were two
many many or top score was too low relative to the
second highest score.

3.7 KB-level clustering
After analyzing our 2014 Cold Start performance,
we identified that KELVIN often under-merged en-
tities. We added additional inference rules for merg-

7Matching is done after normalizing strings by downcasing
and removing punctuation.



ing entities that were applied at the knowledge-base
level. One set of rules merges entities that are linked
to the same Freebase entity. Another set merges
entities that share the same canonical mention un-
der several entity type specific conditions. For ex-
ample, two ORG entities with sub-type Educational
are merged if they have the same canonical mention
and the mention includes a token implying they are
higher-ed organizations (e.g., college, university or
institute).

A third set merges entities based on “discrimi-
nating relations”. Our intuition is that likely that
two people with similar names who have the same
spouse or were born on the same date and in the
same city should be merged. Similarly, organiza-
tions with similar names who share a top-level em-
ployee are good candidates for merging.

We maintain three categories of relations, those
with with high, medium and low discriminat-
ing power. Example of highly discriminating
relations are per:children, org:date founded and
gpe:part of. Medium discriminating relations in-
clude per:city of birth, gpe:headquarters in city and
org:member of. Examples of relations with low dis-
criminating power include per:stateorprovince of -
birth, ’org:students’, and ’gpe:deaths in city’. The
decision to merge two entities with similar names
is dependent on their type and the number of high,
medium and low discriminating relations they share.

3.8 Selecting provenance metadata
This step selects the provenance strings to support
each relation for the final submission. The 2015
evaluation rules allow for up to four provenance
strings to support a relation, none of which can ex-
ceed 150 characters. For simple attested values, our
initial provenance strings are spans selected from the
sentence from which we extracted the relation, e.g.,
“Homer is 37 years old” for a per:age relation. In-
ferred relations can have more than one provenance
string which can come from the different documents,
e.g., “His daughter Lisa attends Springfield Elemen-
tary” and “Maggie’s father is Homer Simpson” for
a per:siblings relation.

An initial step is to minimize the length of any
overly-long provenance strings is to select a sub-
string that spans both the subject and object. Can-
didate provenance strings whose length exceeds

the maximum allowed after minimization are dis-
carded8. If there are multiple provenance candi-
dates, a simple greedy bin packing algorithm is used
to include as many as possible into the four slots
available. Preference is given for attested values
over inferred values and provenance sources with
higher certainty over a those with lower.

3.9 Post-processing

The final steps in our pipeline produces several out-
puts: a submission file that complies with the task
guidelines and an an RDF version that is can be
loaded into a triple store for inspection and query-
ing.

We start by normalizing temporal expressions, en-
suring that all entities have mentions, insisting that
relations are consistent with the types of their sub-
jects and objects, confirming that logical inverses are
asserted, and checking that entities have mentions in
the provenance documents.

We developed Tac2Rdf to translate a KB in TAC
format to RDF using an OWL ontology that encodes
knowledge about the concepts and relations, both
explicit and implicit. For example, the Cold Start
domain has an explicit type for geo-political entities
(GPEs), but implicitly introduces disjoint GPE sub-
types for cities, states or provinces, and countries
through predicates like city of birth. Applying an
OWL reasoner to this form of the KB detects var-
ious logical problems, e.g., an entity is being used
as both a city and a country. The RDF KB results
are also loaded into a triple store, permitting ac-
cess by an integrated set of standard RDF tools in-
cluding Fuseki for SPARQL (Prud’Hommeaux and
Seaborne, 2008) querying, Pubby for browsing, and
the Yasgui SPARQL GUI (Rietveld and Hoekstra,
2013). We translated the 250 2014 Cold Start evalu-
ation queries into SPARQL and found that this pro-
vided an easy way to test our system as we devel-
oped the current version.

4 Knowledge Base

We created a knowledge base derived from the
BaseKB version of Freebase that was distributed by

8This could result in a relation being discarded if it has no
legal provenance strings after minimization



0-hop 1-hop All-hop
Run GT R W D GT R W D GT R W D

1 3935 606 693 80 2307 225 888 16 6242 831 1581 96
2 3935 834 1081 94 2307 230 2072 15 6242 1064 3153 109
3 3935 649 741 60 2307 275 870 12 6242 924 1611 72
4 3935 849 1100 98 2307 231 2091 5 6242 1080 3191 103
5 3935 853 1078 95 2307 235 1542 5 6242 1088 2620 100
6 3935 652 1485 18 2307 137 1945 0 6242 789 3430 18

Table 3: Ground-truth, right, wrong and duplicate answers for our submitted 2015 runs.
0-hop 1-hop All-hop

Run P R F1 P R F1 P R F1
1 0.4665 0.1540 0.2316 0.2022 0.0975 0.1316 0.3445 0.1331 0.1920
2 0.4355 0.2119 0.2851 0.0999 0.0997 0.0998 0.2523 0.1705 0.2035
3 0.4669 0.1649 0.2438 0.2402 0.1192 0.1593 0.3645 0.1480 0.2106
4 0.4356 0.2158 0.2886 0.0995 0.1001 0.0998 0.2529 0.1730 0.2055
5 0.4417 0.2168 0.2908 0.1322 0.1019 0.1151 0.2934 0.1743 0.2187
6 0.3051 0.1657 0.2148 0.0658 0.0594 0.0624 0.1870 0.1264 0.1508

Table 4: Micro precision, recall and F1 scores for our submitted 2015 runs.

the LDC for use in the 2015 TAC KBP EDL tasks9.
This was used to support both our Cold Start and
TEDL submissions.

The full BaseKB dataset is quite large, contain-
ing more than a billion facts (counting each triple as
a fact) about more than 40 million subjects. Much
of this information is not relevant to the KBP tasks,
such as information about musical groups, films or
fictional characters.

We started by identifying entities that might be
relevant to the TAC KBP tasks and removing any
triples whose subjects were not in this set. An ini-
tial step was to identify those subjects that mapped
to one of the five standard TAC types (PER, ORG,
GPE, LOC and FAC) or represented what Freebase
calls a Compound Value Type or CVT. One issue
in doing this is that the TAC ontology assumes that
its five types are disjoint, but relevant Freebase enti-
ties can have types that map to several TAC types.
For example, the Freebase entity with canonical
name Oval Office (m.01hhz7) has subtypes associ-
ated with both a LOC and an ORG. We used various
heuristics to assign such entities to only one TAC
type.

We kept information about any CVTs that were
linked to a TAC relevant entity. CVTs are used in
Freebase to represent reified relations, such as re-

9The dataset is available from the Linguistic Data Consor-
tium as LDC2015E42

lations that have associated data, such as units (for
measurements), time or location.

Triples with literal values (i.e., strings) for objects
are tagged with an XSD data type (e.g., integer or
date) or a language tag (e.g., @EN for English or
@ZH for Chinese). We discarded any string values
whose language tag was not in the English, Chinese
or Spanish families.

We computed a measure of an entity’s signifi-
cance based on the number on triples in which is
was the subject or object. The significance was set
as the base-2 log of the total number of links. For the
reduced KB, this was a real number between 1 and
20. Table 2 shows data for a few example entities.

Finally, we added additional assertions to record
an entity’s TAC type and normalized versions of an
entity’s names and aliases by downcasing, removing
punctuation, entity significance, number of in- and
out-links, etc. The reduced KB has 146M triples
about more than 4.5M TAC entities: 3074k PERs,
686k ORGs, 539k GPEs, 161k FACs and 85k LOCs.
It was loaded into a triple store with SPARQL end-
point using the Apache Jena suite of RDF tools,
Jena, Fuseki and TDB.

5 TEDL System Description

We submitted three runs that largely used the
KELVIN system with some additional steps and two
based on experimental components. Both used a



version of the BaseKB Freebase dump distributed
by the LDC for use in 2015 EDL and described in
Section sec:kb.

5.1 KELVIN-based runs

We submitted three runs that used the Kelvin’s com-
ponents with some additional steps. The overall pro-
cessing can be viewed as having three stages: mono-
lingual document processing, multilingual cross-
document co-reference resolution, and multilingual
knowledge-base processing.

The first stage applied Kelvin’s standard pipeline
to each of the three monolingual document collec-
tions using the appropriate Serif language model10.
For each of the three, we use just two of the files pro-
duced, the serialized TAC KB produced by Kelvin’s
document level processing and the co-reference re-
lations produced by Kripke.

The second stage starts by creating a multilin-
gual document level KB by concatenating the three
monolingual KBs. If the mention-translation option
is enabled, English translations of of Chinese and
Spanish mentions are added. For 2015 we used the
Bing translation service API. This combined, mul-
tilingual collection is then processed by Kripke to
produce cross-document coreference relations.

The co-reference relations from each of the mono-
lingual collections and from the combined collec-
tion are integrated using a simple algorithm to com-
bine equivalence relations, yielding a single co-
reference clustering file for the entire collection.
The three monolingual document-level KBs are then
combined (without any translated mentions) and the
cross-document coreference relations used to gener-
ate the KB for subsequent KB-level processing by
the rest of Kelvin’s pipeline.

The remaining processing, including linking, was
performed by Kelvin’s pipeline with a few small ad-
ditions. We added a special module to find and ex-
tract authors’ names of posts in Bolt documents. The
2015 TEDL guidelines required nominal mentions
be noun phrases head noun or nominal compound,
but our document-level processing typically pro-
duced longer nominal mentions. We added a sim-
ple module to POS-tag nominal mention and reduce

10Our version of serif has models for English, Chinese, Span-
ish and Arabic

them, if possible, to their first sequence of consecu-
tive tokens tagged as NN, NNS, NNP or NNPS. Ex-
amples of our adjusted nominal mentions are shown
below.

• a former two-term Florida governor −→
Florida governor

• the most formidable fundraiser in the Republi-
can field −→ fundraiser

• Republican Congressman from New York −→
Congressman

• the Greek minister of Productive Reconstruc-
tion , Environment and Energy−→ Greek min-
ister

5.2 Experimental runs
We submitted two runs based on new components
for named entity recognition and linking. These
used a version of Kripke for clustering, but did not
rely on any other KELVIN modules.

5.2.1 Named Entity Recognition
For our Golden Horse NER system we adapted the
model described in (Peng and Dredze, 2015; Peng et
al., 2015). It is a Conditional Random Field (CRF)
model with a modified objective function. The idea
is to use large amount of unlabeled data and jointly
trained embeddings to improve the NER quality.
The modified CRF objective function is as follows:

Ls(λ, ew)

=
1

K

∑
k

log 1

Z(x)k
+
∑
j

λjFj(y
k,xk, ew)

 ,
where K is the number of instances, λ is the weight
vector, xk and yk are the words and labels se-
quence for each instance, ew is the embedding for a
word/character/character-position representation w,
Z(x)k is the normalization factor for each instance,
and Fj(y

k,xk, ew) =
∑n

i=1 fj(y
k
i−1, y

k
i ,x

k, ew, i)
represents the feature function in which j denotes
different feature templates and i denotes the posi-
tion index in a sentence. The new objective function
takes characters’ embeddings into account when do-
ing NER, and also actively modifies the embeddings
for the characters during training.



We pre-trained character-positional 11 embed-
dings on the Xinhua News Agency portion of Chi-
nese Gigaword by the standard skip-gram language
model objective (Mikolov et al., 2013):

Lu(ew) =
1

T

T∑
t=1

∑
−c≤j≤c,j 6=0

log p(wt+j |wt), (1)

where

p(wi|wj) =
exp

(
eTwi

ewj

)
∑

i′ exp
(
eTwi′

ewj

) .
and used the joint training schema described in Peng
and Dredze (2015) to train the log-bilinear CRF
model. The final model is trained on the data from
Sighan 06 shared task on Chinese NER and TAC
training data.

5.2.2 Entity Linking
Slinky (Benton et al., 2014) is an entity linking
tool that implements a highly parallel message pass-
ing infrastructure using Akka (Wyatt, 2013) and
adopts SVM learning to rank approach for entity
disambiguation. Originally, Slinky only supported
English entity linking with input queries in 2009
TAC queries format or old-version concrete com-
munication. The ranking model is trained on En-
glish only and the knowledge base was derived from
Wikipedia. It does not save final linking result into
concrete format, which is the standardized schema
used across JHU to facilitate integration between
projects.

To make Slinky applicable to 2015 TAC TEDL
task, some modifications have been applied. First,
since the task involves trilingual entity linking,
namely, English, Chinese and Spanish, a model is
trained for each language, respectively. Second, a
new trilingual Freebase KB server is constructed.
Third, Slinky now supports concrete communication
I/O in up to date version.

For each language, the ranking model is trained in
the following procedure with the SVM rank objec-
tive and only linear kernels are considered. Queries
are first partitioned into 60% train, 20% dev, and

11(Peng and Dredze, 2015) explored three types of embed-
dings for Chinese and found character-positional embeddings
the most helpful one.

20% test set. The slack parameter C is tuned on
the dev set, where C ∈ {b × 10e}, b ∈ {1, 5}
and e ∈ {−5,−4,−3,−2,−1, 0, 1, 2}. The best-
performing setting is trained on train + dev and eval-
uated on the test set. The final model is trained on
all the data.

The data that this version of Slinky used include
key information on each of the 4.5 million entities
in our subset of Freebase. For each one it stored its
Freebase ID, TAC type, and all names, aliases and
descriptions tagged as English, Chinese or Spanish.

6 Cold Start submissions and results

Name Link Canonical Pattern Open IE
Mention Matching

hltcoe1
hltcoe2 Yes
hltcoe3 Yes
hltcoe4 Yes Yes
hltcoe5 Yes Yes
post-hoc Yes Yes Yes

Table 5: Experimental variables for submitted runs.

We submitted the maximum of five experimental
conditions that started with a simplistic baseline
pipeline, and which added individually Freebase
linking, and cumulatively refining of canonical and
pattern matching. Run 5 had the same configuration
as Run 4. The difference is in the random ordering
of entities processed by KELVIN. This shows the
variation introduced by this non-determinism. Ta-
ble 5 summarizes the various conditions and Tables
3 and 4 give the key performance metrics. Finally,
Table 7 compares the number of assertions found
by SERIF/FACETS compared with pattern match-
ing and the open information extraction.

run entities PER ORG GPE facts
1 284072 153580 93084 37408 209075
2 271672 148227 86802 36643 206422
3 274003 152433 92859 28711 204232
4 273989 152424 92853 28712 210508
5 273983 152405 92859 28719 210136
6 266579 144255 84711 23738 226101

Table 6: Number of entities mentions and facts iden-
tified in the evaluation corpus for each run.



Table 6 lists the number of entities of each type
which are included in each of our runs. Note that
as entities having no asserted relations cannot im-
prove scores in the ColdStart task. The number of
reported entities is generally similar in each run,
with differences likely attributable to changes in
cross-document entity coreference. This is partly
do to non-determinism, but mostly because both
hltcoe2 and hltcoe3 introduced modifications that
were specifically aimed at effecting cross-document
coreference. This focus came from analysis of
tac2014 results where we observed many errors due
to under merging of entities across documents. Al-
though Run 1 had the most entities, this problem
likely needs more attention.

6.1 Discussion

Comparing our various experimental conditions, we
make the following observations.

It appears that more improving the canonical
mentions (hltcoe1 vs. hltcoe3) positively impacts
precision, which has a big impact of the 1-hop
queries. The intuition is that with greater accuracy
at cross document coreference, there are fewer un-
related entities that get included when moving from
0-hop to the 1-hop.

Comparing hltcoe3 to hltcoe4 and hltcoe5, the
difference is in the additional extraction method us-
ing pattern matching. This is a noisy process so it is
unsurprising that precision goes down while recall
improves for the 0-hop and overall.

Finally, looking at the run with open information
extraction, the post-hoc scoring reveals that the ex-
tractions were too imprecise to have a positive effect
on the overall outcome.

7 TEDL submissions and results

We submitted five TEDL runs, three of which used
KELVIN for most of the processing and two which
were based on independent components. None of
the runs used links to Wikipedia in the reference,
used relations encoded in the reference KB, or at-
tempted to generate meaningful confidence values.

Run 1 was a baseline KELVIN run that use no ex-
ternal components (e.g., translation services). Run
2 used the Bing translation service to translate men-
tions from Chinese and Spanish to English to im-

Slot SFI Pattern Open IE
per:employee or member of 36058 35421 37757
org:alternate names 32437 32229 15240
org:employees or members 29805 29650 31526
per:title 28432 28353 28171
gpe:employees or members 6253 5771 6231
per:countries of residence 6098 6179 6512
gpe:residents of country 6098 6179 6512
per:top member employee of 5671 5646 6618
org:top members employees 5671 5646 6618
org:parents 3986 3776 6494
org:city of headquarters 3590 2814 3254
gpe:headquarters in city 3590 2814 3254
per:origin 3516 3506 3508
per:cities of residence 3293 2615 3143
gpe:residents of city 3293 2615 3143
org:country of headquarters 3291 3388 3645
gpe:headquarters in country 3291 3388 3645
org:subsidiaries 2268 2238 4406
per:alternate names 1724 1717 1118
gpe:subsidiaries 1718 1538 2088
per:statesorprovinces of residence 1592 1619 1827
gpe:residents of stateorprovince 1592 1619 1827
org:stateorprovince of headquarters 1482 1448 1631
gpe:headquarters in stateorprovince 1482 1448 1631
per:spouse 1320 1300 3132
per:date of death 1146 1121 1117
org:founded by 749 740 3127
per:organizations founded 742 733 2120
per:siblings 718 726 3796
per:schools attended 704 707 946
org:students 704 707 946
per:age 693 868 807
per:parents 690 686 1937
per:children 690 686 1937
per:country of birth 492 516 646
gpe:births in country 492 516 646
per:other family 426 438 1598
per:charges 356 356 354
per:city of death 288 235 452
gpe:deaths in city 288 235 452
per:date of birth 286 282 299
per:city of birth 254 216 234
gpe:births in city 254 216 234
org:members 246 244 1455
per:religion 243 244 230
per:country of death 145 153 236
gpe:deaths in country 145 153 236
org:member of 137 139 1028
gpe:member of 109 105 427
per:stateorprovince of birth 99 93 111
gpe:births in stateorprovince 99 93 111
per:stateorprovince of death 95 78 131
gpe:deaths in stateorprovince 95 78 131
org:shareholders 48 48 48
per:holds shares in 45 45 45
org:date founded 31 31 32
org:organizations founded 7 7 631
org:holds shares in 3 3 3
org:date dissolved 3 3 3
org:website 0 947 604
org:political religious affiliation 0 5141 3975
gpe:organizations founded 0 0 376
per:cause of death 0 0 1707
gpe:holds shares in 0 0 0
org:number of employees members 0 0 0

Table 7: This table shows the number of assertions
for each slot that were asserted by SERIF/FACETS
and inference from htlcoe1, added by pattern match-
ing from hltcoe5, and open IE from the post-hoc
scoring



NER Linking Clustering
# pre rec F1 pre rec F1 pre rec F1
1 .66 .64 .65 .55 .53 .54 .56 .54 .55
2 .66 .64 .65 .55 .53 .54 .56 .54 .55
3 .66 .64 .65 .54 .52 .53 .55 .53 .54
4 .63 .22 .33 .40 .14 .21 .53 .18 .27
5 .61 .21 .31 .40 .14 .21 .51 .18 .27

Table 8: This table shows the precision, recall and
F1 measures over all three languages for each run
for three key metrics: strong typed mention match,
strong all match and mention ceaf.

Language Submissions NER Linking Clustering
all 6 3rd 3rd 4th

eng 8 3rd 6th 4th

cmn 7 2nd 2nd 2nd

spa 7 6th 6th 6th

Table 9: This table shows our relative ranking for
our best run for the three key metrics: strong typed
mention match, strong all match and mention ceaf.

prove Kripke’s cross-language co-reference process-
ing. Run 3 also used Bing to translate mentions
and used frequent mention co-reference relation-
ships found in the training data. Runs 3 and 4 did
not access the Web during processing and used the
Golden Horse NER system, Kripke and Slinky, as
described in section 5.

Table 8 shows the precision, recall and F1 scores
over three languages for each run for three key met-
rics: strong typed mention match (a measure of NER
effectiveness) , strong all match (a measure of link-
ing performance) and mention ceaf (a measure for
clustering).

Table 9 shows our systems performed relative to
other submissions for all three languages combined
and each one separately. The ranking of the best
score for each of the runs is shown along with the
number of submitted runs for that language

7.1 Discussion

Our document level processing components to a
good job on in-document coreference detection. We
experimented with several variations on entity clus-
tering for multi-lingual collections. We used Kelvin
on each monolingual collection separately. We then
applied our Kripke agglomerative entity clustering

system over the results and followed this with addi-
tional KB-level inference and clustering and linking.

Kripke produces co-reference relations from a
TAC KB which are then used to merge entities and
produce a new KB. We experimented with running
Kripke on various KB combinations and combin-
ing the co-reference relations. We got the best re-
sults by integrating the co-reference relations ob-
tained from each monolingual collections and those
from the trilingual collection augmented with addi-
tional English mention strings produced by translat-
ing Chinese and Spanish mentions.

Table 10 data from our best TEDL evaluation
run showing the number of entities before and after
clustering, the number of (non-singleton) clusters,
and the percent reduction in the number of entities
for the monolingual collections and for five differ-
ent methods on the multilingual collection. In de-
scribing the methods, K(x) is the result of applying
Kripke to the monolingual collection x,K(e+c+s)
is the result of applying Kripke to the trilingual col-
lection, X(e + c + s) is the KB that is the trilin-
gual collection augmented with English translations
of Chinese and Spanish mentions, and adding the
results of two Kripke applications means integrating
their coreference relations.

The final int2 approach yields the smallest num-
ber of entities. Showing that it is an actual improve-
ment requires scoring complete runs based on the
five options, which we’ve not yet done. However,
we did experiment with the options on the training
data and found the final one did produce the best
score. In general, we find that the the number of
distinct entities is further reduced by about another
10% after applying inferencing and linking and that
this also improved our score on the training data. For
this evaluation run, we ended up with 5310 entities,
a 54% reduction in the initial number of document-
level entities.

8 Conclusion

The JHU Human Language Technology Center of
Excellence has participated in the TAC Knowledge
Base Population exercise since its inception in 2009,
in Cold Start task since 2012, and in Trilingual En-
tity Linking and Discovery beginning this year. We
modified the KELVIN system used in the 2012,



entities
before after clusters reduction method

eng 4966 3131 567 40% K(e)
cmn 3303 1858 404 46% K(c)
spa 3161 1906 357 40% K(s)
cat1 11430 6816 1328 40% K(e)+K(c)+K(s)
cat2 11430 6617 1283 42% K(e+c+s)
int1 11430 6475 1176 43% K(e+c+s)+K(e)+K(c)+K(s)
tran 11430 6125 1205 46% K(X(e+c+s))
int2 11430 5943 1090 48% K(X(e+c+s))+K(e)+K(c)+K(s)

Table 10: This table shows the effectiveness of strategies for combining monolingual and trilingual cluster-
ing data.

2013, and 2014 Cold Start task by introducing a
Freebase based linking system and additional rela-
tion extractions for the Cold Start task. We fur-
ther extended the KELVIN system for the Trilingual
Entity Linking and Discovery task by adding sup-
port for documents in Chinese and Spanish, improv-
ing nominal mentions, developing new techniques
for cross-lingual co-reference, and implementing a
module for linking entities to Freebase.
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