Formation of Electron Holes and Particle Energization During Magnetic Reconnection
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Three-dimensional particle simulations of magnetic reconnection reveal the development of turbulence driven by intense electron beams that form near the magnetic x-line and separatrices. The turbulence collapses into localized three-dimensional nonlinear structures in which the electron density is depleted. The predicted structure of these electron holes compares favorably with satellite observations at Earth’s magnetopause. The birth and death of these electron holes and their associated intense electric fields lead to strong electron scattering and energization, whose understanding is critical to explaining why magnetic explosions in space release energy so quickly and produce such a large number of energetic electrons.

Magnetic reconnection is the driver of explosive processes in laboratory, space, and astrophysical plasmas, including solar and stellar flares and storms in Earth’s magnetosphere. In the classic picture of magnetic reconnection, oppositely directed components of the magnetic field cross-link, forming a magnetic x-line configuration. The expansion of the newly reconnected field lines away from the x-line releases the magnetic energy and pulls in the oppositely directed magnetic flux to sustain the energy release process. Some form of dissipation is required to allow the plasma and magnetic field to decouple so that the topological change in the magnetic field can take place. The rate of reconnection, however, is sensitive to the plasma resistivity (1–3) such that reconnection based on classical resistivity is orders of magnitude too slow to explain the fast release of magnetic energy observed in nature. To explain the large discrepancy between observations of energy release times and the predictions, it was postulated that the plasma resistivity is enhanced above the classical values by electron scattering associated with electric field fluctuations (4). These fluctuations could be driven by the intense currents that form during magnetic reconnection. The resulting anomalous resistivity fortuitously also facilitates fast reconnection, which is insensitive to resistivity (5, 6).

The concept of anomalous resistivity also has a secondary benefit. Observations of solar flares indicate that up to half of the energy released in magnetic reconnection is carried by energetic electrons (7). The direct production of very energetic electrons during magnetic reconnection in Earth’s magnetotail has also been reported (8). The mechanism for such strong electron heating remains unclear. The flows that develop during reconnection are typically of the order of the Alfven speed

\[ c_A = B/(4\pi n)^{1/2} \]

where \( B \) is the magnetic field strength and \( n \) is the plasma mass density, and are therefore too slow to produce the near relativistic electron velocities observed. The development of high-frequency turbulence, which could cause the electron scattering associated with anomalous resistivity, would also heat electrons and perhaps produce the broad spectrum of energetic electrons observed in nature.

Anomalous resistivity has been widely invoked to explain the fast release of energy observed in nature, but the concept remains poorly understood (4). The strongest evidence for its existence comes from observations in the auroral region of the ionosphere, where localized regions of large parallel electric field have been measured (9, 10). These localized structures take the form of double layers (which support a net drop in the electric potential) or electron holes (regions of depressed electron density that exhibit a bipolar parallel electric field).

We carried out three-dimensional (3D) particle simulations of magnetic reconnection to explore the self-consistent development of current-driven instabilities and anomalous resistivity and compared the results with observations from the Polar spacecraft at Earth’s magnetopause. In earlier simulations of a system with a reversed field and no imposed ambient guide (out-of-plane) magnetic field, no current-driven instabilities developed around the x-line (11). The intrinsic electron heating around the null field region was sufficient to stabilize current-driven instabilities. In our simulations, an imposed guide field prevents the demagnetization of electrons and associated heating. The initial equilibrium is a double current layer with two magnetic field components \( B_x \) and \( B_y \) dependent on the spatial coordinate \( y \):

\[ \frac{B_x}{B_0} = \tanh \frac{y - L_y/4}{w_0} - \tanh \frac{y - 3L_y/4}{w_0} - 1 \]

where \( B_0 \) is the asymptotic field strength outside of the current layers; \( B_y = (B^2 - B_x^2)^{1/2} \) is chosen so that the total field is constant. For the 3D simulations shown, the computational domain has dimensions \( L_x = 4d_L \), \( L_y = 2d_L \), \( L_z = d_L \) and periodic boundary conditions. The scale length \( d_L \) is the ion inertial length \( c/\omega_{pi} \), where \( \omega_{pi} \) is the plasma frequency of a particle species \( j \) and \( w_0 = 0.25d_L \) is the current layer thickness. The initial plasma pressure is constant with the density \( n_p \) and electron and ion temperatures \( T_e = T_i = 0.04 m_p c^2 \) where \( c_A = B_d/(4\pi n_0 m_p)^{1/2} \). Other parameters are \( B_d \)
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= 26^{1/2} B_0$, the ion to electron mass ratio \( m_i/m_e = 100 \), and the velocity of light \( c = 20c_A \). The electromagnetic field data are defined on a grid of \( (N_x, N_y, N_z) = (512, 256, 128) \) points with an average of 40 particles per grid cell. To highlight the role of turbulence in the simulation, we later discuss data from a 2D simulation \( (N_y = 1) \) with otherwise identical parameters.

At a time \( t = 3.4 \Omega_{ci}^{-1} \) into the 3D simulation, with \( \Omega_{ci} = eB_0/m_e \) the ion cyclotron frequency, reconnection has driven a strong magnetic-field-aligned current near the x-line at \( x/d_i = 1.0 \) (Fig. 1, A and B). This current is dominantly carried by the electrons. Consistent with recent kinetic models, the magnetic field is an open x-line configuration (i.e., the separatrices intersect at a finite angle) that leads to fast reconnection (Fig. 1A). In 2D simulations the reconnection rate is comparable. However, in 3D the current layer becomes turbulent (movie S1) and the electrons are much more strongly heated in comparison to 2D.

The initial current layer is weakly unstable to the Buneman instability (12), which is driven by the relative drift of electrons and ions. In the initial state the peak electron drift speed \( v_{de} \) (the average electron velocity parallel to \( B \)) is \( 4.0c_A \) and the thermal speed \( v_{te} \) is \( 2.0c_A \), which marginally exceeds the linear stability threshold. The ion acoustic instability is stable for \( T_e \sim T_i \) (4). Very quickly \( (t = 0.55 \Omega_{ci}^{-1}) \), z-dependent fluctuations \( -\exp(ikz) \), where \( k_z \) is the wave vector develop in the electric field \( E_z \) (Fig. 2A). The spatial periodicity of these fluctuations is consistent with a cold (zero temperature) fluid model in which the growth rate of the Buneman instability peaks at a wave vector \( k_z = \omega_{pe}/v_{de} = 50.0 \) (12).

As reconnection proceeds, the electrons are accelerated in the region near the x-line and the resulting electron drift speed greatly exceeds the Buneman instability threshold (Fig. 3A). As a consequence, the turbulence near the x-line in the 3D simulation becomes very strong (movie S1). The short spatial scale fluctuations (Fig. 2A) coalesce in the z direction and break up in the x direction to form three-dimensionally localized regions of depleted electron density (and enhanced ion density) referred to as electron holes (movie S2) or electrostatic solitary waves (13). At \( t = 3.4 \Omega_{ci}^{-1} \) an electron hole is centered around \( x = 1 \) in the simulation (Fig. 2B), which is the location of the x-line. The amplitude of the electric field of this hole is \( 3.0c_AB_0/c_e \). In our simulations, this hole and others propagate downward in the direction of the electron drift (movie S2) at a velocity of \( 3c_A \). Because the drift velocity of the electrons is now highest around the x-line and along the separatrices (Fig. 1B), the holes are distributed in these regions. The holes have a lifetime that is typically comparable to the traversal time of the hole through the periodicity length of the simulation in the z direction. The holes therefore form, grow in time, and then self-destruct. The generation of the electron holes during reconnection is distinct from earlier studies, in which electron holes arose from turbulence driven by counterstreaming electron beams (14, 15) or upstream from shocks (16).

The development of electron holes leads to strong electron scattering and heating in the direction parallel to the magnetic field. At \( t = 3.5 \Omega_{ci}^{-1} \) in the 3D simulations the electron drift velocity near the x-line has approached \( 10c_A \), consistent with the 2D simulations, but a long tail has formed on the electron velocity distribution, which extends beyond the ion drift speed (Fig. 3B). The scattering of electrons can be represented as an effective drag between the electrons and ions that limits the electron acceleration by the reconnection electric field \( E_z \), which develops during reconnection. This drag can be calculated from the electron momentum equation by averaging over the turbulence. In particular, we average the momentum equation over \( z \) to obtain an equation for the \( z \) component of the average electron momentum density \( \overline{p}_e \).

\[
\frac{\partial \overline{p}_e}{\partial t} + \nabla \cdot (\overline{v}_e \overline{p}_e) = -e\overline{n}_e \overline{E}_z - e\overline{n}_e \overline{E}_z - \frac{e}{m_e} (\overline{p}_e \times \overline{B}),
\]

where for any \( A \) we define \( \overline{A} \) as the average of \( A \) over \( z \) and we have retained only electrostatic fluctuations. The dominant anomalous drag between electrons and ions arises from the correlation of the fluctuations of the electron density and parallel electric field, \( D_z = -\overline{n}_e \overline{E}_z \) (4). In order for the drag to compete with the reconnection electric field \( \overline{E}_z \), we require \( D_z \sim n_0 \overline{E}_z \). At \( t = 4.15 \Omega_{ci}^{-1} \) in the 3D simulations the anomalous drag is spreading.
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**Fig. 1.** From the 3D simulation, (A) magnetic field lines (averaged over \( z \)) and (B) current density \( J_z \) (normalized to \( cB_0/4\pi d_i \)) in the x-y plane at \( t = 3.4 \Omega_{ci}^{-1} \). (C and D) The anomalous drag \( D_z \) (normalized to \( n_0 c_B \theta/\ell_c \)) is shown at \( t = 4.15 \Omega_{ci}^{-1} \) in (C) and as a function of time at the x-line in (D). In (C) the patchiness of \( D_z \), with positive and negative values, is not consistent with theoretical expectations based on quasilinear theory (4). The absence of a strong correlation of \( D_z \) with \( J_z \) means that the drag cannot be written as an effective anomalous resistivity.
from the region around the x-line along the separatrices, following the region of high current (Fig. 1C (movie S1)). The reconnection electric field near the x-line is in the positive z direction and is around 0.05 $c_s B_0 / c$, so the drag must be positive to balance the driving electric field. The magnitude of the drag is sufficiently large. However, unlike in previous predictions of anomalous resistivity based on quasilinear theory (4), the drag is in no sense smooth. Indeed, the drag is negative in some spatial locations (Fig. 1C) and at these locations adds to the local electric field. The regions of large negative drag correlate with the self-destruction of the electron holes. Given the spatial patchiness of the drag, it is not surprising that at a given spatial location the drag exhibits temporal fluctuations. The time series of the drag at the x-line (Fig. 1D) has a distinct oscillatory behavior with a frequency $\omega$ in the range $\omega \sim \omega_{ci} \sim 20 \Omega_{ce}^2$, which is the lower hybrid frequency, $\omega_{hi} \equiv \omega_{pe}^2 / (1 + \omega_{pe}^2/\Omega_{ce}^2)^{1/2}$ for the parameters of the simulation. The absence of a strong correlation between the drag (Fig. 1C) and the electron current (Fig. 1B) implies that the canonical characterization of the drag as an anomalous resistivity is not valid.

The structure of the electron holes seen in the simulations (Fig. 2B) can be partially understood from the linear dispersion relation of current-driven instabilities in a magnetized plasma. At the early stages of the development of the Buneman instability (Fig. 2A), the structures are extended in the x direction. These extended structures begin to break up as a result of the growth of modes with $k_x \neq 0$. Because of the short scale length and therefore high frequency of these disturbances, the ions respond to the wave fields as if they were unmagnetized. In this limit the dispersion relation for a mode of wave vector $k$ at an angle $\theta$ with respect to the magnetic field direction $z$ is given by

$$1 - \frac{\omega^2_{pe}}{\omega^2} = \sin^2 \theta \left( \frac{\omega^2_{pe}}{(\omega - k_v v_{de})^2} - \Omega^2_{ce} \right) - \cos^2 \theta \left( \frac{\omega^2_{pe}}{(\omega - k_z v_{de})^2} \right) = 0 \quad (3)$$

(17), where we have taken the cold plasma limit, $k_x = k \sin \theta, k_z = k \cos \theta$, and $\Omega_{ce}$ is the electron cyclotron frequency based on the magnetic field $B$. This equation can be solved to obtain the conventional Buneman instability (12) with $\omega = 0$ as well as off-angle modes satisfying $1 \gg \cos \theta > (m_i/m_e)^{1/2}$ by taking $\omega_{pi} / \omega_{pe} = (m_i/m_e)^{1/2}$ as small. To lowest order, Eq. 3 constrains the magnitude of $k$,

$$k = k_0 \equiv \delta \omega_{pe} / v_{de} \quad (4)$$

where $\delta^2 = (1 + \sin^2 \theta \omega_{pe}^2 / \Omega_{ce}^2)^{-1}$. Equation 4 dictates that in the strong magnetic field limit, $\omega_{pe} \ll \Omega_{ce}$, the spectrum of unstable waves will have the same wave vector, $k_0$, irrespective of whether $k$ is parallel or nearly perpendicular to the magnetic field. This is consistent with the electron holes in the simulation (for which $\Omega_{ce} / \omega_{pe} = 2.5$) having the same scale length along and transverse to the field. The growth rate of the instability follows by retaining the term proportional to $\omega_{pe}^2$ as well as finite frequency corrections to the electron parallel response (fourth term). The complex frequency is

$$\omega = (m_e \cos \theta / 2m_i)^{1/2} \delta \omega_{pe} \exp(i\pi/3) \quad (5)$$

![Fig. 2. Parallel electric field perturbations $E_z = E_z - \langle E_z \rangle$ normalized to $c_s B_0 / c$ in the x-z plane at (A) $t = 0.55 \Omega_{ce}^{-1}$ and (B) $t = 3.4 \Omega_{ce}^{-1}$. $E_z$ denotes an average of $E_z$ over the z direction. Note the bipolar electric field structure centered around $x, z = (1.0, 0.2) d_i$ corresponding to an electron hole. (C) The transverse field $E_x$, also at $t = 3.4 \Omega_{ce}^{-1}$, is much more extended in z.

![Fig. 3. Parallel ion (dashed line) and electron (solid line) velocity distribution functions $f(v_z)$ around the x-line from (A) the 2D simulation at $t = 3.75 \Omega_{ce}^{-1}$ and (B) the 3D simulation at $t = 3.5 \Omega_{ce}^{-1}$. The ion distribution function is reduced by a factor of 10 so the details of the electrons can be seen. In (A) the mean electron drift velocity is $v_{de} \approx 10 c_s$, which is far above the Buneman threshold. Note the long tail on the electron distribution function in (B), which is a consequence of the effective drag arising from electron scattering off of the electron holes.](image-url)
Modes with $\theta \neq 0$ have substantial growth rates. This broad spectrum of waves produces the long tail on the electron velocity distribution (Fig. 3B).

A second important issue concerns the electron hole lifetime and the mechanism responsible for limiting hole electric fields. Two-dimensional simulations in the $y$-$z$ plane yield amplitudes that are roughly a factor of 3 larger than those in the 3D simulations. The saturation of the 2D system also yields stronger electron scattering than the full 3D system with amplitudes consistent with trapping and reflection of the drifting electrons,

$$e\phi \sim m_e v_{de}^2/2 \quad (6)$$

The saturation in the 3D simulations is linked to the growth of the large transverse electric field $E_x$ (Fig. 2C). This field is substantially more extended along the magnetic field than $E_z$ and takes the form of a wake, which moves with the hole in the negative $z$ direction. The electron hole couples to a lower hybrid wave whose parallel phase speed ($z$ direction) matches that of the hole and whose transverse group velocity is zero. This lower hybrid wave is also a part of the linear unstable spectrum governed by Eq. 3 but in the limit of nearly perpendicular propagation, $\cos \theta < (m_e/m_i)^{1/2}$. The instability is a resonance between the lower hybrid mode with $\omega \sim \omega_{th}$ and the electron beam $\omega \sim k_z v_{de}$ and has a growth rate of the order $\omega_{th}$ (4). The amplitude of the wake increases until $E_x$ is sufficiently large to trap the ions, which disrupts the hole. This occurs just after $t = 3.5 \Omega_{ce}^{-1}$ in the simulation (Fig. 2, B and C). The ion trapping condition yields an upper limit on the associated potential $\phi$ given by

$$e\phi \sim m_e (v_{de} c_{se})^{1/2} \quad (7)$$

where $c_{se} = (T/e)^{1/2}$ is the electron sound velocity. This potential matches the potential of the holes in the 3D simulation at saturation. For $v_{de} < v_{dec}$ this expression should replace Eq. 6 as an estimate of the amplitude of electron holes. Although the full dynamics of the coupling of electron holes and lower hybrid waves is not yet fully understood, it appears that the parallel spacing (along B) of the electron holes is controlled by the parallel structure of the lower hybrid wave. Further, the time signature of the drag at the x-line (Fig. 1D) suggests that this coupling also controls electron scattering near the x-line.

The holes seen in the 3D numerical simulations initially form in the vicinity of the x-line and later spread along the full length of the magnetic separatrices. Thus, electron holes should be observable both in the vicinity of the x-line and at the edges of the boundary layers that develop as a consequence of reconnection. Observations of holes at boundary layers should dominate the data because of the much larger spatial volume of these regions: The x-line is localized in two spatial directions while boundary layers are localized in one direction. The satellite observations in the magnetosphere are consistent with this expectation. Electron holes are seen in the magnetotail at the interface between the dense plasma sheet and the lobe ($\sim 20$), in the high-latitude cusp ($\sim 20$) and the magnetopause current layer ($\sim 21$). All of these regions are associated with boundary layers whose formation is linked to magnetic reconnection.

We have compared data taken from the Polar spacecraft at Earth’s magnetopause with our simulations and theory. Large-amplitude electric field waveforms with electron holes were measured during six complete crossings of the magnetopause and during eight partial crossings (the satellite entered and exited the same side of the magnetopause). All of the observations of electron holes by the Polar satellite occurred within the magnetopause current layer (Fig. 4A), specifically the magnetospheric edge of the current layer. The present 3D simulations did not include the asymmetry in the density and magnetic field across the magnetopause and therefore could not distinguish the two sides of the current layer. However, in 2D reconnection simulations that include these asymmetries, the electron drift velocity $v_{de}$ on the magnetosphere side greatly exceeds that on the magnetosheath side because of the high magnetic field gradient and lower plasma density ($v_{de} \sim J/m_i$) at this location (22). Thus, the locations of electron holes seen in the data are consistent with the theoretical expectations.

For a more detailed comparison with the simulations, we show the time series of the parallel electric field as measured by the Polar
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Fig. 4. (A) Location of strong electric field activity (horizontal bars) in six Polar spacecraft magnetopause crossings plotted against the normalized magnetic field data. To construct the normalized field, we normalized the value of $B_x$ for each crossing ($B_x$ in simulation coordinates) by the value in the magnetosphere. The time when the satellite encountered the magnetospheric side of the current sheet was defined as $t = 1$, and the zero crossing of $B_x$ was defined as $t = 0$. These two markers provided the temporal normalization for each crossing. The normalized fields from all six crossings were then averaged. (B and C) Parallel electric field signatures as seen in the Polar magnetopause data (B) and along a trajectory through the electron hole in Fig. 2B (C). (D) Hole widths $L_h$ as measured by Polar versus the theoretical prediction $L_h = 2\pi (v_{de}/\Omega_{ce}) [m_e/m_i]^{1/2}$. The near-linear relationship (solid line) indicates a good correlation between theory and experiment although the slope is less than unity, indicating that the theory prediction of electron hole scale lengths is too small by a factor of 2.
 RTEPORTS

Eocene El Niño: Evidence for Robust Tropical Dynamics in the “Hothouse”

Matthew Huber*† and Rodrigo Caballero

Much uncertainty surrounds the interactions between the El Niño–Southern Oscillation (ENSO) and long-term global change. Past periods of extreme global warmth, exemplified by the Eocene (55 to 35 million years ago), provided a good testing ground for theories for this interaction. Here, we compare Eocene coupled climate model simulations with annually resolved variability records preserved in lake sediments. The simulations show Pacific deep-ocean and high-latitude surface warming of ~10°C but little change in the tropical thermocline structure, atmosphere-ocean dynamics, and ENSO, in agreement with proxies. This result contrasts with theories linking past and future “hothouse” climates with a shift toward a permanent El Niño–like state.

Whereas ENSO’s interannual impact on the global climate and the carbon cycle is well established (1–3), the role of the tropical Pacific in long–time-scale climate change remains controversial (4, 5). The Pacific ocean-atmosphere system is governed by a delicate balance of dynamical feedbacks (6–8), raising concern about its stability to external forcing. Conceivably, the region’s climate could undergo major, long-term reorganizations (9), which could strongly modulate global change. In particular, theory indicates that any changes acting to weaken the “Bjerknes” feedback—the instability at the
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